CK0146 o TIP8311: Homework 03

Exercise 03.01. You are given a dataset D) (here) consisting of input and output pairs

of observations {(X%L), ff’) ,]Lvlzeifmi“g, such that x\) € R? with D = 4, and t&) € R. For D),
2

set aside a training set (let Niaining = gNleammg) and a validation set (Nyalidation = gNloarning)-

You are requested to build the linear basis function model for regressing the output ¢ onto

the space of some j = 1,..., M fixed basis functions ¢;(x) of the inputs x = (x1,...,2p)".

Assume that the target variable ¢ is given by a deterministic function y(x, w) with additive
Gaussian noise ¢ ~ N(0,371), so that t = y(x,w) + & with t ~ N (y(x,w),371), and let
y(x,w) = wlp(x) be the regression model, with parameters w = (wy,...,wy_1)7 and
@ = (¢o,...,0nm-1)" with ¢g(x) = 1. Also, assume that the output observations {t,} are
drawn independently from distribution N (y(x, w), 37!) with 8 unknown.

Determine an optimal set of model parameters w under the two following modelling setups:

e A: For a varying number j = 1,2,..., M., of (fixed) basis, you must estimate the
model parameters using the training set (to get, say, Wiaining(j)) and assess the perfor-
mance of the resulting model on the validation set (to get, say, E( (7))). Based

on the validation results, you must select the optimal number M of basis functions
(as the one that corresponds to the smallest error) and estimate the parameters of the
final model (that is, Wirainingtvalidation (M )) on the rejoined training and validation sets.

*
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e B: For a fixed number of (fixed) basis functions (for instance, M from above), you must
regularise the error function by penalising the Ly norm of the parameter vector. For
a varying regularisation parameter A € (Apin, Amax) € {0, RT}, you must estimate the
model parameters using the training set (to get, say, Wiraining(A)) and assess the perfor-
mance of the resulting model on the validation set (to get, say, E(W{ iing(A))). Based

on the validation results, you must select the value \ of the regularisation parameter
(as the one that corresponds to the smallest error) and estimate the parameters of the

final model (that iS, Wiaining+validation(A)) on the rejoined training and validation sets.

Once the models have been defined (Wiraining+vatidation (M) and Wirainingt+validation (A) have been
determined), you must asses their performance on the independent test set D™ (here).

[Note| To assess the model performances, you must use the root-mean-square (RMS) error,
at all stages (training, validation, test). You are free to choose your favourite family of basis
functions (that is, Gaussians, sigmoids, etc.), its internal parameters and its arrangement.
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Figure 1: Pairwise scatterplots of the 4D input vectors x = (1, ...,74)7, dyed using the corresponding value of the outputs ¢.



