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Suppose that we have k distributions with their respective PDFs

f(@); f(@2), .., f2n)

~ 81,82, ...,8n, the supports
~ M1, 42, -, Bg, the means

~ cr%, ag, e ,ai, the variances
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Mixture distributions (cont.)

Let p1,p2,...,pn be positive mixing probabilities, p1 +p2 + -+ pp =1

Let S = U]lesi and consider the function
f(@) = p1fi(z) + pafa(z) + -+ + pifi(2)

k
=> pifi(z), z€S
i=1

f(z) is non-negative and it integrates to one over (—oo, 00)

f(z) is a PDF for some RV X of the continuous-type
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f(z1|z2|x3) p1f(w1) + p2f(22) + p3f(z3)
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The mean of X
k I k
BOO =3 p [ ahie)de =Y pims =
i=1 —oo i=1

This is a weighted average of w1, p2, ..., 1k
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The variance of X

distributions

k o0
Var() =3 p [ (@ -
i=1 —0

')

k
=S [ =)+ =)o)
i=1

—o0

N————

k oo k 0o
= i (x — pi)*fi(z)dz + i(wi — )2 fi(z)dz
;p /_OO p ;p pi =T /_oo
1

2
07,

The cross-products terms integrate to zero
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Mixture distributions (cont.)

k k
Var(X) = > piof + > pipi —0)°
=1 =1

The variance is not simply the weighted average of the k variances

~ It includes a positive term, a weighted variance of the means
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These characteristics are associated with mixtures of k distributions
e Not related with linear combinations of k random variables

s Z a; X;

These two are different objects
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Mixture distributions (cont.)

The process of mixing distributions is sometimes called compounding

~~ It is not restricted to a limited number of distributions

We think of the original distribution of X as a conditional distribution

e It is the conditional distribution of X, given 6
~ o f(z16)
e The weighting function is treated as a PDF for 6
~ g(8)
Accordingly, the joint PDF of (X, 0)
~ f(210)9(0)

The compound PDF is understood as the marginal PDF of X

- h(z) = /9 4(0) (210)d0
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Suppose we are observing a random variable

~~ Most of the times the RV follows a standard normal distribution

~~ At times, the RV follows a normal distribution with larger variance
Some might say that most of the data are good, but there are outliers

‘We can make the statement more precise

Let Z ~ N(0,1) and let I1_. be a discrete random variane

I _ )1, with probability 1 — ¢
tme = 0, with probability
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2012 Let W =20 _.+0.Z(1—1_.)

Eﬂfﬁ';‘{f‘fﬁm By the independence of Z and I1_., the CDF of W
Fy(w) =
=PW<w)=PW<whe=1)+P(W<w,[1_. =0)
=P(W < wllh—e=1)P(li—c =1)+ P(W < w|li—c =0)P(L1—_ =0)
=P(Z <w)(1—¢)+ P(Z <woe)e
=®(w)(l —¢e)+P(w/oc)e

(4)

The distribution of W is a mixture of two normals
e E(W)=0
o Var(W) =1+¢e(c?2 - 1)
The PDF of W
€
fw(w) = ¢(w)(1 —e) + ¢(w/0§)a—
c
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Mixture distributions (cont.)

Suppose, in general, that we are interested in the RV X = a4+ bW, b >0

The mean and variance of X
e E(X)=ua
e Var(X) = b%[14&(0? — 1)]

The CDF of X

Fx(z):q>($;ba)(1—s)+q>(m_“) (5)

bo.

This is a mixture of normal CDFs
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