
CK0255/TIP8421: First exam (AP01) September 29, 2017

Q 01 (15%). Let pX(x) be the PMF of a random variable of the discrete type

pX(x) =



















1/2, x = 0

1/3, x = 1

1/6, x = 2

0, elsewhere

(1)

1. Find the DX , the range of the RV.

2. Find P (X ≥ 1.5).

3. Find P (0 < X < 2).

4. Find P (X = 0|X < 2).

5. Find the CDF of X , FX(x).

Solution: 1.) The range can be found from the PMF, it consists of all possible values of X .
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DX = {0, 1, 2}

2.) Event X ≥ 1.5 only happens if X = 2, thus

P (X ≥ 1.5) = P (X = 2)

= pX(x = 2) = 1/6

3.) Similarly, we have

P (0 < X < 2) = P (X = 1)

= pX(x = 1) = 1/3

4.) To determine this conditional probability, we use P (A|B) = P (A,B)/P (B). We have

P (X = 0|X < 2) =
P (X = 0, X < 2)

P (X < 2)
=

P (X = 0)

P (X < 2)

=
pX(x = 0)

pX(X = 0) + pX(X = 1)
=

1/2

[1/2 + 1/3]
= 3/5
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Q 02 (15%). Let X and Y be two random variables such that Y = −2X + 3.

We know that E(Y ) = 1 and that E(Y 2) = 9,

1. Find E(X).

2. Find Var(X).

Solution: We have Y = −2X + 3. By the linearity of expectation, we have

E(Y ) = −2E(X) + 3 = 1

; 1 = −2E(X) + 3

; E(X) = 1

Var(Y ) = 4Var(X) = E(Y 2)− [E(Y )]2 = 9− 1 = 8

; Var(X) = 2

Q 03 (30%). Let X be a random variable of the discrete type with the PMF

pX(x) =

{

p(1− p)x−1, x = 1, 2, 3, . . .

0, elsewhere
, for some p ∈ (0, 1). (2)

1. Find E(1/2X).

[Hint ] Use the geometric series:
∑

∞

k=0
ak =

∑

∞

k=1
ak−1 = 1/(1− a), for some a ∈ [0, 1).

Solution: Let q = 1− p. By definition, we have

E(1/2X) =
∞
∑

x=1

1

2x
pX(x) =

∞
∑

x=1

1

2x
pqx−1

=
p

2

∞
∑

x=1

(q

2

)x−1

=
p

2

1

1− q/2

=
p

1 + p

Q 04 (40%). Let X be a continuous random variable uniform in (0, 1) and let Y = eX .

1. Find the CDF of Y .

2. Find the PDF of Y .

3. Find E(Y ) using the PDF of Y and compare the result with E(eX).
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Solution: The PDF and the CDF of X are known objects. In particular, we have

fX(x) =

{

1, 0 < x < 1

0, elsewhere

FX(x) =











0, x < 0

x, 0 ≤ x ≤ 1

1, x > 1

1.) Let us first determine the range DY of Y . Since ex is an increasing function of x and
DX = [0, 1], we have that DY = [1, e].

We conclude that

FY (y) = P (Y ≤ y) = 0, for y < 1

FY (y) = P (Y ≤ y) = 1, for y ≥ e

As for y ∈ [1, e], we can write

FY (y) = P (Y ≤ y) = P (eX ≤ y)

= P
[

X ≤ ln (y)
]

= FX

[

ln (y)
]

= ln (y)

Summarising,

FY (y) =











0, y < 1

ln (y), 1 ≤ y < e

1, y ≥ e

.

2.) The CDF above is a continuous function, the corresponding PDF can be determined by
taking its derivative. We have,

fY (y) = F ′

Y
(y) =

{

1/y, 1 ≤ y ≤ e

0, elsewhere

Strictly speaking, the CDF is not differentiable about 1 and e, but this is okay as for con-
tinuous RV changing the PDF at a finite number of points does not change probabilities.

3.) To find E(Y ), we can use

E(Y ) = E(eX) =

∫

∞

−∞

exfX(x)dx

=

∫

1

0

exdx = e− 1

E(Y ) =

∫

∞

−∞

yfY (y)dy

=

∫

e

1

y(1/y)dy = e− 1
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