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Linear algebra

We overview fundamental concepts in linear algebra

e Matrix and vectors, definitions

e Main matrix operators

Matrix determinant and rank

Systems of linear equations

e Matrix inverse

Eigenvalues and eigenvectors
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Matrices and vectors

A matrix

A matriz A of dimension (m X n) is a table of elements

e m rows and n columns

ai,1 al,2 s ai,j 0oo ai,n

a2,1  az2 - G2 az2,n
A=

a1 G2ttt Gyttt Gy

am,1 Am,2 " A,y am,n

We use the notation A = {Ow} to denote that matriz A has elements a;

e At the intersection of row i with column j
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Matrices and
vectors

Matrices and vectors (cont.)

We consider real matrices, in which element a; ; € R
To indicate a matrix, we use upper-case bold letters

A,B.C,...

A™*" indicates a matrix A of dimension (m X n)
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Matrices and
vectors

Matrices and vectors (cont.)

Consider the (2 x 3) matrix

The elements of the matrix
~ a1 =1
~ a1,2 =3.5
~ a13 =2
~ az1 =0
~ ag2 =1

~ a3 =3
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Matrices and
vectors

Matrices and vectors

A scalar and a vector
A scalar is a matriz of dimension (1 x 1)

A wvector is a matriz in which one of the dimensions is one
~» Row-vector, a (m x 1) matriz (a column)

~» Column-vector, (1 X n) matriz (a Trow)

To indicate a vector, we use lower-case bold letters

XY 2, ...

x € R™ indicates a column-vector x of dimension (m x 1)
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Matrices and
vectors

Matrices and vectors (cont.)

Consider the 2 vectors

[y

x=10], y=[2 3 0 14]

V)

The type of vectors
~ Vector x has dimension (3 X 1), a column-vector with 3 components

~» Vector y has dimension (1 x 4), a row-vector with 4 components
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Matrices and
vectors

Matrices and vectors (cont.)

A (m x n) matrix is understood as consisting of n (m x 1) column-vectors
wA:[a1|a2|-~|an]

~~ a; is the i-th column

A (m x n) matrix is understood as consisting of m (1 X n) row-vectors

~ al is the i-th row

Linear algebra

UFC/DC
CK0255| TIP8244
2018.2

Matrices and
vectors

Matrices and vectors (cont.)

Consider the (2 x 3) matrix

As component columns
|1 _ 3.5 2
ar =gl 2=, 3|3

As component rows

S
Il
—
—
w
[
o,
®
o~
Il
o
—
w
fad

a
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Matrices and
vectors

Matrices and vectors (cont.)

A square matriz
A matriz A is said to be a square matriz if its dimension is (n X n)

o The number of rows equals the number of columns
The diagonal of a square matriz A of order n is the set of elements
{am y 02,2, n'n,,n,}

They have the same row- and column-number
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Matrices and
vectors

Matrices and vectors (cont.)

1 35 2
A=1{0 4 3
3 2 6
The diagonal
{1, 4,6}
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Matrices and
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Matrices and vectors

Square matrices

Diagonal

o All off-diagonal elements are zero

Block-diagonal

o All elements are zero except for some square blocks along the diagonal

Lower- (upper-) triangular

o All elements above (below) the diagonal are zero

Lower- (upper-) block-triangular

o All elements above (below) the diagonal are zero except for some
square blocks along the diagonal

Identity matrix

o A diagonal matriz whose diagonal elements are equal to one, I or I,
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Matrices and
vectors

Matrices and vectors (cont.)

Consider the order 4 square matrices

[\CRN

4 0 0
A=1|0 3 ofl, B=
0 0 4

[}

—_

~» Matrix A is diagonal
~» Matrix B is lower-triangular

~ Matrix C is upper-triangular

~ Matrix I is an identity of order 3

w

—_

0 4
o/, c=|o
4 0
0
0
1

S W N

-~ oo
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Matrices and
vectors

Matrices and vectors (cont.)

Matrix A is block-diagonal

N S B R
A=|o A o=, o 5 o
0 0 As 0 0 0 4

Three blocks, A1, Bo and Bs, one of order 2 and 2 of order 1

Matrix A is upper-block-triangular

. O 12 1 0

r O B Bs o 0 3 0 4

A= {0 BJ oo 2 0
0 0 :

Two diagonal blocks, B1 and Ba, both of order 2
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Matrix operators

Transposition

Matrix operators

Linear algebra
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Transposition

Sum and difference

Transposition

Matrix operators
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um and differenc

product

Matrix-matrix
product

Transposition

Matrix transposition

Consider a matriz A = {a; ;} of dimension (m x n)

ai,l ai,2 ai,n

az,1 a2 a2 n
A =

am,, 1 am,,2 am,n

The transpose of A is the matrizc AT = {af‘j = a,,_,,} of dimension (n X m)

at, 1 a1 c am,1

- a2 az,2 co am,2
Al =

al,n  A2n am,n

o On the j-th row of AT, the elements of the j-th column of A
o On the i-th column of A, the elements of the j-th row of A
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Transposition

Sum and difference

Transposition (cont.)

Consider the (2 x 3) matrix

Its transpose

1 0
AT =135 1
2 3
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Transposition
um and differenc

product

Matrix-matrix
product

Transposition (cont.)

The following properties hold

o If D is a diagonal matrix, we have D = DT

If A is lower-triangular, then A7 is upper-triangular

If A is upper-triangular, then A7 is lower-triangular

o If A is a row-vector, AT is a column-vector

If A is a column-vector, A7 is a row-vector
e If B= AT, we have BT = (AT)T
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Sum and difference

Sum and difference

Matrix operators
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Transposition

Sum and difference

Sum and difference

Matriz sum and difference

Consider two matrices A = {a; ;} and B = {b; ;} both of dimension (m x n)

Define the sum of A and B as the (m x n) matriz C = {¢; ; = a;j + bi;}

C=A+B
a11 + b1l a12+bi2 - arj+bi; - ant+bin
a1 + b21 ag2+b2o - ap+ba; - a2 tbon
a;,;1 + b a2 +bi2 - a;i j+b; ; 200 ain + bin
am,1 + bm,l am,2 + bm,2 ce Qm,,j + bm,j T am,n + bm,n

e Element c; ; is equal to the sum of elements a; ; and b; ;

Define the difference of A and B as the (m X n) matriz

D=A-B={d;; =a;; — b}
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Sum and difference

Sum and difference (cont.)

Consider the two (2 x 3) matrices

Their sum

Their difference
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product

Matrix-scalar product

Matrix operators
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Matrix-scalar
product

Matrix-scalar product

Matrix-scalar product
Consider a number s € R and a (m x n) matric A = {a; ;}

Define matriz-scalar product of A and s as the (m X n) matriz B = sA

s-a11 -+ S-ai; - S-ain
B=sA=|s-a,1 - 504 S i
$:am,1 §:Qm,j S Gm,n

o Element b; j is equal to the product of s and element a; ;
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um and differenc
Matrix-scalar
product
Matrix-matrix
product

Matrix-scalar product (cont.)

1 35 2
Let s =4 and let A = [0 1 3]
‘We have,
1 35 2 4 14 8
SA*4{0 1 3}*[0 4 12]
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Matrix-matrix
product

Matrix-matrix product

Matrix operators
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Matrix-matrix
product

Matrix-matrix product

Matriz-matrixz product
Let A = {a;;} be a (m x n) matriz and let B = {b; ;} be a (n X p) matriz

ai,n @ e a1,n
A= (L]._'| e a,:;‘,. e @
Ldm,1 - A,k am,n
[bi,1 -+ b1y - bip
I
_b";,l co b!;._] te bn,p

The product between A and B is defined as a (m x p) matriz C = {¢; ; }

C={ey = Z aikbe,j}

k=1
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product

Matrix-matrix
product

Matrix powers

Matrix-matrix product (cont.)

c1,1 c1,2 c1,j Cl,p—1 ci,p
Cc2,1 Cc2.2 e €24 o C2.p—1 C2,p
C= ci1 ) e Cij x Ci,p—1 Ci,p
Cm—1,1 Cm—1,2 Cm—1,j Cm—1,p—1 Cm—1,p
L Cm,1 Cm,2 te Cm,j ce Cm,p—1 Cm,p ]

Element ¢; ; of matrix C is given by the scalar product between a’ and b;

b1,j
b2 ;

’ X
Ci,j = alb_y = [aul a; 2 c Qj to ayﬂu} b,
0]

bn J

n
”v,.lbl,_j + ”v.‘ZbQ,] +--tain bn,_y = E a; k bk,j
k=1
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product

Matrix-matrix

product
Matrix power
Matrix exponent

Matrix-matrix product (cont.)

1 35 2 1 2
Let A= {0 1 3] andlet B= |3 4
0 0 1 5 6

1-14+35-3+2-5 1-2435-44+2-6
C=AB=|0-1+1-343-5 0-2+1-4+3-6
0-14+40-341-5 0-24+0-441-6

21.5 28
= |18 22
5 6
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oduct

Matrix-matrix
product

Matrix powers

Matrix-matrix product (cont.)

For every (m X n) matrix A, we have

Im, A = A Ir], = A
N—— Y — Y/
(mxm) (mxn) (mXxn) (nxn) (mxmn)

Right- and left-multiplication of matrix A by an identity matrix
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Matrix-matrix

product
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Matrix-matrix product (cont.)

Matrix product is not necessarily commutative, AB # BA

A B = C
(mxn) (nxp) (mxp)

a1t @k . Gln bia o b1y o b1y
=] Gi1 t [N ai,n bk,l bl.",j bkyp
am,1 Am, k Qm,n bn,l bn.] bn,p

The product BA is not defined

A and B must be both square and of the same order

o (necessary condition)
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Matrix-matrix
product

Matrix-matrix product (cont.)

A (n x n) diagonal matrix D commutes with any (n X n) matrix A

DA = AD
D A = C
Ny N ~—
(nxn) (nxn) (nxn)
dig 0 dig 0 dig] [a 0 ar; 0 alm
= [ di % di ") din af 1 T af g to ak.n
dn,l y dn,k T dn,n an,1 t Q5 t an,n

cj = defary + -+ digary; + -+ deman; = digary
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product

Matrix-matrix
product

Matrix-matrix product (cont.)

A D = C
(nxn) (nxn) (nxn)
a1 - a1y - an]| [da - digp - din
= | 0k,1 o [ o af;.n di,l e di k T dz,n
an,1  ccc Qpgyo an,n dn1 o - [ dn,n

~ ey = apade® + o A akgdig oo F apndak = apjdig
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Matrix-matrix
product

Matrix-matrix product (cont.)

i 0 e
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product

Matrix-matrix product (cont.)

Let A be a (m x n) matriz

Let B be a (n x p) matriz
B = [bi|bz|- - [bp]

Let S and Z be order m and order p diagonal matrices

S1 0 0 21 0 0
0 s 0 0 2z 0
S = , Z=
: . 0 : . .0
0 0 0 Sm 0 0 0 2p

We can state a number of identities
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Matrix powers

Matrix-matrix product (cont.)

! /
a/1 a/lB
as a;B
AB=| . |B=
!/ !’
al, a;, B

— A [bi|bo|---[by] = [Abi|Abs|---|Ab,]
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product

Matrix-matrix

product
Matrix power
Matrix exponent

Matrix-matrix product (cont.)

st 0 .- 0 a) s1af
0 sy - 0 al spal,
SA = =
0 : :
0 0 0 Sm a’m sma,m
4 0 - 0
0 2z - 0
BZ = [bi|ba|---[by] | . . | = [mbi]zzba| - |2by]
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Matrix operators
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Matrix-scalar
-

product
Matrix powers

Matrix powers

Powers of a matrix

Let A be a square matriz of order n

a1 - @1 . Gln
A= a1 - @y - Gn
an,1 - Ap,j = an,n

The k-th power of matriz A is defined as matriz A¥ of order n

AF=AA.. A
N—_———

k times
Special cases,

sy Ak‘:(J =1
o Ak;:l = A
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Matrix powers

Matrix powers (cont.)

Consider the matrix A = |:1 2}

0 1
We have,
A=l Y
aef
ey
wef g
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product
Matrix power

Matrix exponential

Matrix exponential

Matrix operators
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Matrix exponential

The matrix exponential

The matrixz exponential
Let z be some scalar, by definition its exponential is a scalar
z

2 23 o0 Zk‘
atat T lw

~ ef =142+

The series always converges

Let A be a (n X n) matriz, by definition its exponential is a (n X n) matriz

AQ A3 o Ak
)A _— —_— —_— e — _
~ e =1+ A+ 2!+3!+ 7;)}“

The series always converges
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product

product
Matrix power

Matrix exponential

The matrix exponential (cont.)

The matrix exponential of block-diagonal matrices

Consider a block-diagonal matriz A

Ay 0 .- 0
0 Ay -~ 0
A= )
0 o0 A,
We have,
e 0 0
0 A2 0
> eA = .
0 0 e
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Matrix exponential

The matrix exponential (cont.)

Proof

For all k € N, we have

Al 0 ]
L 0 Aj 0
A" = ! .
‘k
0 0 Ak
Thus,
Ak
1
220 7 0 0
Aj
(o) k S
A A_: 0 > hzo %l 0
!
= k! .
Ak
q
0 0 k=0 %1
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Matrix exponential

The matrix exponential (cont.)

The matrix exponential of diagonal matrizes

Consider a diagonal (n X n) matrizc A

A 0 -~ 0
0 Ay - 0
A= .
: 0
0 0 An
We have,
eM 0 0
A 0 e* 0
~ e = .

: 0
0 0 ern

The result is a special case of the previous proposition
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Matrix exponential

The matrix exponential (cont.)

-2 0 0
A=]10 0 O
0 0 05

We are interested in its matrix exponential

We have,
e2 0 0
eA=]10 1 0
0 0 €98
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Determinant

Linear algebra
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Determinant

Determinant (cont.)

Matrix minors

Consider a square matriz A of order n > 2

The minor (i,7) of matriz A is a square matriz A; ; of order (n — 1)
~ From A by deleting the i-th row and the j-th column

a1 a2 - Gyg oo dlp
a2,1 ago e dg e G2p

A=

: : a[j :
Gt ar S 9/74 S G

am,1 am,2 o Oy am,p
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Determinant

Determinant (cont.)

Consider the (3 x 3) matrix A

1 2 3
A=1(4 5 6
7 8 9
The minors of order 2
5 6 4 6
A= {8 9} , A= {7 9}
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Determinant

Determinant (cont.)

Matrixz determinant
Consider a square matriz A of order n
The determinant of A is a real number

~  det (A) = |A]

o Forn=1, let A =[a1,1], we have
~ det (A) = a1

e For n > 2, we have

n
~ det (A) =a1,141,1 +az,182,1 + -+ ap,18n,1 = E @;,1 Qi1
1=1
a; ;, the cofactor of element (i,7), is a scalar

o It is the determinant of minor A, ;, multiplied by (—1)"1J
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Determinant

Determinant (cont.)

If det (A) = 0, then matrix A is said to be singular

e It is otherwise said to be non-singular

This definition of determinant allows for a recursive computation
e The determinant of a matrix of order n is a function
e The determinants of matrices of order (n — 1)
e The determinants of matrices of order (n — 2)

|
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Determinant

Determinant (cont.)

Consider a matrix A of order n = 2
a a
A— |01 1,2
a2,1 62,2
We are interested in computing its determinant

We have,

A =[az2], ~ a1=a22

Agq =Ja12], ~ a21=-amp2
The determinant
a1l 01,2
det (A) = = a1,102,2 — G2,101,2
a1 62,2

For A = E ﬂ,Weobtaindet(A):2-476-1=2
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Determinant

Determinant (cont.)

Consider a matrix A of order n = 3

a1 a12  a1,3
A= a1 a2 a23
az,1  az2  a33

‘We are interested in computing its determinant

The cofactors of the elements along the first column

\ a22 G233
a1 = ’ | = 02,203,3 — 02,303,2
a3,2  a3,3
R a2 a1,3
az1 = (—1 ’ Wl = —(a1,2a3.3 — a1.3a
2,1 = (—1) a2 azs (a1,2a3,3 — a1,3a3,2)
. a2 01,3
az 1 = = 01,202,3 — G1,302,2
a2 a23
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Determinant

Determinant (cont.)

Sum the product of each element a;,; along the first column by cofactor a;1

~  det (A) = a1,1(a2,2a3,3 — a2,303,2)
—a2,1(a1,203,3 — a1,303,2)

+ a3,1(01,202,3 — a1,3a2,2)

Linear algebra

UFC/DC
CK0255| TIP8244
2018.2

Determinant

Determinant (cont.)

ai,l al,2 ai,j ai,n

a1 ag2 - az; v G2p
A=

ai1 a2 Gyt Gin

an,1 an,2 Qg " an,n

Computation of det (A) develops along the elements of A’s first column

n
det (A) = a1,1G1,1 + a2,182,1 + -+ + An,18n,1 = E a;,10;,1
-1
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Transposition

Sum and difference

Matrix-scalar
product

product
Matrix powers

Matrix exponential

Determinant

Determinant (cont.)

Analogous formulas develop along the elements of any column
For column j, we have

n

det (A) = a1jan; + az gz + -+ anglng = ) aijai;
i=1
Similarly, formulas develop along the elements of any row

For row 4, we have

n
det (A) = a; 181 + Gi2bi2 + + Gnlin = Y 0 ;di;
Jj=1
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Transposition
im and differenc

product

product
Matrix power

Matrix exponent

Determinant

Determinant (cont.)

Some relationships

The determinant of a diagonal or triangular matrix A is equal to the product
of the elements along the diagonal

~ det (A) =a1,1022 - Qn,n

The determinant of a block-diagonal or block-triangular matrix A is equal
to the product of the determinants of the blocks along the diagonal

~ det (A) = 1{_1[ det (A;)

=1

The determinant of the product of square matrices C = AB is equal to the
product of the determinants

~ det (C) = det (A) det (B)
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Transposition

n and difference

Matrix powers

Rank and kernel

Rank and kernel
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Transposition
im and differenc
Matrix-scalar

>roduct

product
Matrix power

Matrix exponentia

Rank and kernel

Rank and kernel

Matrixz rank

The rank of a (m x n) matriz A is equal to the number of columns (or
rows, equivalently) of the matriz that are linearly independent

~  rank(A)
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Rank and kernel

Rank and kernel (cont.)

Define the minors of matriz A any matriz obtained from A by deleting an
arbitrary number of rows and columns

~ rank(A) equals the order of the largest non-singular square minor
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Rank and kernel

Rank and kernel (cont.)

Matrix kernel or null space
Consider a (m x n) matriz A
We define the null space or kernel

~  ker(A) = {x € R"|Ax =0}
It is all vectors x € R"™ that left-multiplied by A produce the null vector

The set is a vector space, its dimension is called the nullity of matriz A

~  null(A)
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Rank and kernel

Rank and kernel (cont.)

The null vector always belong to ker(A)

If the null vector is also the only element of ker(A), then null(A) =0

For a matrix A with n columns we have

~» rank(A) + null(A)
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Systems of
equations

Systems of equations

Linear algebra
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Systems of
equations

Systems of equations

Consider a system of n linear equations in n unknowns

Ax=b
~ A is a (n X n) matriz of coefficients
~ b is a (n x 1) vector of known terms

~ x is a (n X 1) vector of unknowns

If matriz A is non-singular, the system admits one and only one solution

If A is singular, let M = [A|b] be a [n X (n + 1)] matriz
o [f rank(A) = rank(M), system has infinite solutions
o If rank(A) < rank(M), system has no solutions
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Systems of
equations

Systems of equations (cont.)

Consider a system of two equations and two unknowns

4 =2x1 + 22
14 =6z +4xo

In matrix form, Ab = x

Al ]
S

[ | The determinant of matrix A, det (A) =2
~» One and only one solution
Linear algebra Systems of equations (Cont') Linear algebra Systems of equations (Cont-)
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um and diffe The system can be solved by substitution 5 v bR Consider a system of two equations and two unknowns
ix latrix-scal
T =2—1/2z2 m=2—1/2z 7 = T ©+2z=1 (1 2] {m| _ (1
- _ ~ _ ~ _ e 211 + 419 = 3 2 4| |z 3
ix power 6z + 4z = 14 T2 =2 T2 = s me 1 2
ix ex ntial latrix ner v
A x b
Lo . 1
The solution in matrix form, x = 9
Sy of Sy of This system of equations has not got any solution, as rank([A|b]) > rank(A)
quations - equations

~~ Matrix A is singular and rank 1
~» Matrix [A|b] is rank 2
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Systems of equations (cont.)

Consider the linear system of two equation and two unknowns

1=um + 22 - 1] 1 2] [=
2 =2x1 + 4xo 2] 7|12 4 |2
~  ——
b A x
This system of equations has infinite solutions, as rank([A|b]) = rank(A)

~ Matrix A is singular and rank 1
~» Matrix [A|b] is rank 1
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Inverse

Inverse

Matriz inverse
Consider a square matriz A of order n
Define inverse of A as the square matrix A~ of order n

~ ATTA=AAl =1

The inverse of A exists if and only if A is non-singular

. Inverse (cont.)
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Cofactor and adjunct matrix
Frwpemeisior
B “ o Consider a square matriz A of order n > 2
produc
Mot The cofactor matriz of A is a square matrix of order n whose element
Y pec (i,7) is the cofactor a;; of A
1 rix >oner Y
~  A={a;}
The adjunct matric of A is a a square matriz of order n obtained by
. transposition of the cofactors

~ adj(A) = {”"/J = (A]JT/,}
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Inverse (cont.)

Consider a non-singular square matriz A of order n

o Ifn=1, let A =[a1,1], we have
A =Tag;]
o Ifn > 2, we have

1
1 .
- adj(A

dot A YA
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Systems of equations (cont.)

Consider a system of n linear equations in n unknowns Ax = b
Suppose that matriz A is non-singular

We have,

~ x=A"'b
Proof
Left-multiply both sides of b = Ax by A~!

b=Ax ~ A 'b=A"'Ax ~Ix=A"'b ~x=A"'b
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Systems of equations (cont.)

Consider a non-singular diagonal matrix A

A0 0 Ao 0

0 A 0 0 ! 0
A= ~ ATl =

S .0 ; : 0

0 0 - X 0 0 - At

Its inverse A~1 is obtained by inverting the diagonal elements

Consider a non-singular block-diagonal matrix A

Ay 0 - 0 AT 0 -0

0 Ay -+ 0 0 A;' .. 0
A= . L ~ o AT = .

: : : 0 : : . 0

0 0 An 0 0 A;l

Its inverse A~ is obtained by inverting the diagonal blocks
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Systems of equations (cont.)

Consider two non-singular matrices A and B of order n

‘We have,
(AB)"' =B7'A!

Consider a non-singular matrix A of order n

‘We have,
1

det (A7) = 52 (A)
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Eigenvalues and eigenvectors
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e ‘ o FEigenvalues and eigenvectors

latrix la
product Let A € R be some scalar and let v # 0 be a (n x 1) column vector
latrix-mat
. H‘ . Consider a square matriz A of order n

We have,
~  Av = )Av

e The scalar \ is called an eigenvalue of A

e The vector v is the associated eigenvector

Bigenvalues and
eigenvectors
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Eigenvalues and eigenvectors (cont.)

Eigenvalues/eigenvectors of triangular/diagonal matrices
Let A = {a; ;} be a triangular or a diagonal matriz

The eigenvalues of A are the n diagonal elements {a; ;}, i =1,...,n

Linear algebra

Eigenvalues and eigenvectors (cont.)
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Consider the matrices

enc 1 0 O 1 1 2 1 0
", B ' A;=1]0 1 0, A2=|0 2 2, Az=(2 3 0
) 0o 0 2 0O 0 3 3 0

‘We are interested in their eigenvalues

The three matrices are triangular or diagonal

We have,

Bigenvalues and
eigenvectors

~ Matrix A has eigenvalues A\1 = A2 =1 and A3 =3
~ Matrix Ag has eigenvalues \;1 = 1, Ao =2 and A3 = 3
~ Matrix A3 has eigenvalues \; = Ao =3 and \3 = —2
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Eigenvalues and eigenvectors (cont.)

Characteristic polynomial
The characteristic polynomial of a square matriz A of order n
The n-order polynomial in the variable s

~  P(s) =det (sI —A)
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Eigenvalues and eigenvectors (cont.)

Consider the matrix
2 1
A=y

‘We are interested in its characteristic polynomial

We first calculate the matrix (sI — A)

1 0 2 1 s 0 2 1 s—2 —1
(SI’A)_S{O 1}’{3 4}_{0 s}’[:s 4}_{—3 5—4}
~» The elements are function of s

The determinant of the matrix
v det(sST—A)=(s—2)(s—4)—3=52—6s+5

This is also the characteristic polynomial P(s)
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Eigenvalues and eigenvectors (cont.)

FEigenvalues as roots of the characteristic polynomial

The eigenvalues of a matriz A of order n are the roots of its characteristic

polynomial, that is the solutions to the equation P(s) = det (sI — A) =0

Let X\ be an eigenvalue of matriz A

Each eigenvector v associated to it is a non-trivial solution to the system
(AMI—A)v=0

0 is a (n x 1) column-vector whose elements are all zero
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Bigenvalues and
eigenvectors

Eigenvalues and eigenvectors (cont.)

Proof

An eigenvalue A and an eigenvector v must satisfy
Av = Av

(AI — A)v = 0 follows from this

The non-trivial solution v # 0 is admissible iff matrix (A\I — A) is singular

v det(AI—A) =0

Thus, A is root to the characteristic polynomial of matrix A
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Eigenvalues and eigenvectors (cont.)

Consider the matrix

Its eigenvalues

6+v36-20 6+4 {,\1—1
= ~y :5

A =
1|2 D) )

We are interested in its eigenvectors
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Eigenvalues and eigenvectors (cont.)

Consider the eigenvector
vi—|®
= 1s

Eigenvector vi corresponds to eigenvalue A1 = 1

e It must satisfy (M I— A)vy =0

-1 -1} |a 0
oweam= [ 2
0=—-a—0>
0= —-3a—3b
If the first equation is satisfied then also the second one will be

~ The two equations are linearly dependent

o Always with (AI— A)v =0
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Eigenvalues and eigenvectors (cont.)

We limit ourselves and consider only one equation

e Say, b= —a
The choice of the first component is arbitrary, then b = —a

Let a = 1, then we have

Linear algebra

UFC/DC
CK0255| TIP8244
2018.2

Bigenvalues and
eigenvectors

Eigenvalues and eigenvectors (cont.)

Consider the eigenvector
v — | €
27 d

Eigenvector va corresponds to eigenvalue Ao = 5

o It must satisfy (A2I — A)va =0

(AL — A)vy = [_33 :ﬂ m N {8}
{0 =3c—d
0=-3c+d

If the first equation is satisfied then also the second one will be

e Again, the two equations are linearly dependent
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Eigenvalues and eigenvectors (cont.)

By considering only the first equation, we have d = 3¢

As the choice of the first component is arbitrary, we set ¢ = 1

<l
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eigenvectors

Eigenvalues and eigenvectors (cont.)

‘We have shown that the system (AI—A)v has an infinite number of solutions

e Eigenvectors are determined up to a multiplicative constant

~» We always select the non-trivial (non-null) solution

Let v be the eigenvector associated to eigenvalue A

~ Then, also y = rv is eigenvector for A (r # 0)

Ay = A(rv) =r(Av) =r(Av) = X(rv) = Ay
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Eigenvalues and eigenvectors (cont.)

Let vi,va,..., v be the eigenvectors of matriz A
Suppose that the corresponding eigenvalues A1, A2, ..., A\, are distinct
It can be shown that vi,va,..., v are linearly independent
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Bigenvalues and
eigenvectors

Eigenvalues and eigenvectors (cont.)

Let A be a matrixz of order n with n distinct eigenvalues
It can be shown that there exists a set of n linearly independent eigenvectors

The eigenvectors are a base for R™
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Eigenvalues and eigenvectors (cont.)

Multiplicity
Consider a square matriz A or order n

Suppose that A has r < n distinct eigenvalues

~ Ni# N, fori#j

The characteristic polynomial can be written in the form

P(s)=(s—=X1)" (s —A2)"2 - (s = Ap)"7, Zu, =n

i=1

~ v; € NT (algebraic multiplicity)

Define the geometric multiplicity of the eigenvalue \;

o Number v; of linearly independent eigenvectors associated to it
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Eigenvalues and eigenvectors (cont.)

Consider a square matriz A
Let \ be an eigenvalue with algebraic multiplicity v
The geometric multiplicity . of the eigenvalue

~  p=nullAXI-A) <v

Proof

For each eigenvector v associated to A, we have that (\I — A)v =0
~» v belongs to the null space of (A\I — A)
~ Dimension of (AI — A) is null(AI — A)
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Eigenvalues and eigenvectors (cont.)

Consider the matrix of order n = 4

OO oW
OO N
S w oo
w o oo

The characteristic polynomial

P(s) = (s —2)*(s = 3)°

The roots
~ A1 = 2, algebraic multiplicity v; = 2
~ A2 = 3, algebraic multiplicity vo = 2

We are interested in the geometric multiplicities
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Eigenvalues and eigenvectors (cont.)

The geometric multiplicity of the first eigenvalue

p1 =null(MI— A) =n—rank(MI—A)

0o -1 o0 0
0 0 0

=4 — rank 0 0 1 0 =4-3=1<11
0 0 0 -1

Each eigenvector associated to Ap is a linear combination of a single vector

1 oo o
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eigenvectors

Eigenvalues and eigenvectors (cont.)

The geometric multiplicity of the second eigenvalue

p2 = null(A2l — A) = n —rank(A2l — A)
0o -1 0 0

0 1 0 0
=4 — rank 0 0 1 0 =2—-2=2=19
0 0 0 -1




