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Consider a linear and time-invariant system of order /N, in state-space representation
Representation )
and analysis ~ Let N, be the number of outputs {”"(t) = Az(t) + Bu(t)
~ Let N, be the number of inputs y(t) = Cz(t) + Du(t)
Some properties
Sylvester’s formula u(t) d:(t) — Am(t) + Bu(t) y(t)
—_— —
y(t) = Cz(t) + Du(t)
Force-free and
forced evolution System
A (Ny x Ny), B (Nz x Ny), C (N, x N;) and D (N, x N,) are the system matrices
Modalmate ~ z(t) is the state vector
Transition matrix

® (N, components)

~ &(t) is the derivative of the state vector
® (N, components)

~ u(t) is the input vector

® (N, components)

~ y(t) is the output vector

® (N, components)
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Representation

andt anal;sits The analysis problem: Determine the behaviour of state z(¢) and output y(t) for ¢t > to
® We are given the input function u(t), for ¢t > t

Some properties ® We are given the initial state z(t)

Sylvester’s formula
The solution to the analysis, for ¢ > tg, an initial state z(fp) and an input w(t > tp)

Force-
forced e

t
z(t) = A0 (1) +/ A7) By(r)dr

)

t
y(t) = CeAt—10) (1) + c/ A=) By(7)dr +Du(t)

Modal matrix t
‘0

Transition matrix

Cz(t)

The solution is known as the Lagrange formula
® Based on the state transition matrix

At
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Representation
and analysis

Some properties

Sylvester’s formula

Force-

forced e

Modal matrix

Transition matrix

Force-free and forced evolution

Note that we can write the state solution z(t), for ¢ > ty, as the sum of two terms

¢

z(t) = A0 (1) + / A7) Bu(r)dr
N—r  Ji

zu(t)

zf(t)
= (1) + 25 (1)

~ The force-free evolution of the state, x, (1)

~» The forced evolution of the state, xs(t)

The force-free evolution of the state, from the initial condition ()

A(

~s eAl=10) determines the transition from x(fo) to z(t)

~~ In the absence of contribution from the input

The forced evolution of the state, from the contribution of input u(t)

~ In the absence of an initial condition z ()



The state transition matrix
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State transition
matrix

Some properties

Sylvester’s formula

> and

>volution

Modal matrix

Transition matrix

The state transition matrix

Consider a square (N, x N, ) matrix A, the exponential e is square (N, x N, ) matrix

o 2 A3

~ € :1+A+§+§+"'
Ak
k=0 k!

The state transition matrix is the matrix exponential e”* of the matrix At
~~ It is a matrix whose elements are functions of time

~~ We discuss its meaning and how to compute it
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Representation
and analysis

State transition
matrix

Some properties
Sylvester’s formula
Lagrange
formula

Force-free and
forced evolution

Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

The state transition matrix (cont.)

The exponential function

Let z be some scalar, by definition its exponential is a scalar

Z2 ZS
e 1+z+§+§+~~

_k:Ok

The series always converges

The matrix exponential

Let A be a (n X n) matrix, by definition its exponential is a (n X n) matrix

. A2 a3
> Ak
k=0 k!

The series always converges
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State transition
matrix

Some properties

Sylvester’s formula

Force-free and

forced evolution

Modal matrix

Transition matrix

The state transition matrix (cont.)

The product of several matrices

The product of matrix A and B is only possible when the matrixes are compatible
® Number of columns of A must equal the number of rows of B

The same applies to the product of several matrixes

M = A Ay oo A Ag
~ =~ —— -
(mxn)  (mxmy) (m1xm2)  (my_oxmy_1) (My—_1xn)

Powers of a matrix
Let A be an order-n square matrix, we want to define the k-th power of matrix A
The k-th power of matrix A is the n-order matrix A*

AP =Ax Ax--x A
SN—_— ——

k times
Some special cases,
~ AR=0 =
~ Ab=L =4
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State transition Consider a linear and time-invariant state-space model with (N, x N, ) state matrix A
matrix

D u(t) |#(t) = Az(t) + Bu(t) | y(t) (t) = Az(t) + Bu(t)

y(t) = Cz(t) + Du(t) y(t) = Cz(t)+ Du(t)
foroed ovolu System
The of this system is given by the (N, x N,) matrix eAt

Toxfetl st 040 1,41 2,2
m‘“‘”m\ A ATt Att A<t

e =

0!+1!+2!
N

I At (A242) /2!
Ak gk

*kz:% k!

The state transition matrix is well defined for any square matrix A
® (The series always converges)
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It is not convenient to determine the state transition matrix starting from its definition

~ One exception is when A is (block-)diagonal

State transition - - - -
matrix The matrix exponential of block-diagonal matrixes

me properties

Sylvester’s formula Consider any block-diagonal matrix A, we have
A0 -0 ef1. 0 ... 0
foreans 0 Ay - 0 0 e ... 0
A= | . . ) - ed =
0 0 - Ay 0 0 e e
Modal matrix
Transition matrix The matrix exponential of diagonal matrixes (as special case)

For any diagonal (n X n) matrix A, we have

Ay 0 e 0 el 0 0

0 X -+ 0 0 e .. 0
A= . . . 3 eA:

: 0 0
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State transition
matrix

Consider a linear and time-invariant state-space model with (2 x 2) diagonal matrix A

We are interested in the corresponding state transition matrix

‘We have,

At _ e(=D¢ 0
e = 0 e(—2)t
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Representation

and analy:
State transition
matrix

Some properties
Sylvester’s formula.
Lagrange
formula
Force-free and
forced evolution
Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

0.5

0.5

0.5



Some properties

State transition matrix
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Some properties

We state without proof some fundamental results about a state transition matrix e’

~~ They are needed to derive Lagrange formula

Consider the state transition matrix e**, we have,

1
(—f% At — feAt
dt
AfA

=e€

By using the derivative property, we have that A commutes with ef

~+ (This result is important)



CHEM-E7190
2023

At

Consider the two state transition matrices e}’ and "7, we have

)

Some properties

eppicrt e oAl QAT _ LA(t+T)

) . o A\ —1 . e
Let e”!! be a state transition matrix, its inverse (e”!')” " is matrix e~ 4!

At

A state transition matrix e’ is always invertible (non-singular)

® Even if A were singular
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Some properties Matrix inverse

Sylvester’s formula

Consider a square matrix A of order n

Force-free and

el evelirgton We define the inverse of A the square matrix of order n, A~ !
ATTA=AAT =1

Modal matrix . . . . . . .

Transition matrix The inverse of matrix A exists if and only if A is non-singular

® When the inverse exists, it is also unique




Sylvester’s formula

The state transition matrix
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Sylvester’s formula

We determine the analytical expression of the state transition matrix e’

® The procedure is known as
® (Does not require computing the infinite series)

® There are also other procedures (later)

matrix and let the corresponding state transition matrix be e“?

Let A be a (n X n)

We have,
At — Bo() + B1(t) A+ B2(t) A2 + -+ Br_1(t) A" T

n—1

D Bi(t)A’

i=0

o}

The coefficients [3; of the expansion are appropriate functions of time
~~ They can be determined by solving a set of linear equations

~» There is a finite number (n) of them
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1e properties

Sylvester’s formula

free anc
ced evolution

Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

We show how to determine the coefficients when A has eigenvalues of multiplicity one

We will not consider the other cases, because rather involved and tedious to derive
~» Matrix A has complex eigenvalues (with multiplicity larger one)
~» Matrix A has complex eigenvalues (with multiplicity one)

~~ KEigenvalues of A have multiplicity larger than one
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Representation

and analysis
State transition
matrix

Some properties

Sylvester’s formula

Force-free and
forced evolution

Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

Eigenvalues with multiplicity one

Let matrix A have distinct eigenvalues i, Ao, ..., A\,
n—1 }
A= 3 A
=0
=Bo(t)] + Br(t)A+ Ba(t)A* + -+ + Bp_1 (A"}

The n unknown functions J;(t) are those that solve the system

1B0(t) + MB1(t) + ATBa(t) + -+ 4+ A Bu1(t) = eM?
1B0(t) + AaBi(t) + A2B2(t) + -+ + )\57]/877,—1(75) = et

180(8) + AnB1(8) + A2B2(1) + -+ A 181 () = eMn?
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Representation Or, equivalently, in matrix form

and analysis V/B
=n

State transition

matrix

® The vector of unknowns

Some properties

Sylvester’s formula

w  B=[Bo(t) B(t) - Baa(]”

formula

Force-free and ® The coefficients matrix®

forced evolution

Similarity 1 A\ P

transformation ﬁ 71171
1 A2 )\2 2

Diagonalisation - V=

Modal matrix .

Transition matrix B B . ) . 1
; 2 —
1 )\n, >\,,, T n

® The known vector

1A matrix in this form is known to be a Vandermonde matrix.
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Some properties

Sylvester’s formula

Force-free and

forced evolution

Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

n_[e)\lt eXat L. e)\nt]T

The components of vector 7 are special functions of time, e

At

~~ Functions e’ are the modes of matrix A

~» Mode ¢! associates with eigenvalue \

At

Each element of ¢“'" is a linear combination of such modes
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Sylvester’s formula

Consider a (2 x 2) matrix A, we want to determine the state transition matrix e

|

At

)

Matrix A is triangular, the eigenvalues correspond to the diagonal elements

Matrix A has 2 distinct eigenvalues
A =—1
Ay = —2

At

To determine e'"| we write the system

18o(t) + M1B1(t) = ettt
180(t) + A2B1(t) = er2?

Bo(t) + (—1)B1(t) = e(=D1
Bo(t) + (—=2)B1(t) = (=2
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Representation

and analysi
State transition
matrix

Some properties

Sylvester’s formula

Force-free and
forced evolution

Similarity
transformation
Diagonal

o1

i
Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

By simple manipulation, we get

Thus,

0.5

Bo(t) =
Ba(t) =

2¢—t _ g2t

e—t _ 2t

B — Bo(t)

[T T _Bl(t)

et = Bo(t)Io + 1 (1) A
— (26—t _ e—2t) |:

_ [e;t (et —em2t)

e—2t

1 0
0 1

)

0.5
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Representation

and analysis
State transition
matrix

Some properties
Sylvester’s formula
Lagrange
formula

Force-free and

forced evolution

Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

0.5 |-

Each element of e? is a linear combination of the two

system modes, e~ * and e~ 2*
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Eigenvalues and eigenvectors

Let A € R be some scalar and let v # 0 be some (n x 1) column vector

Some properties

Consider a square matrix A of order n, suppose that the identify holds

Sylvester’s formula

Av = v

Force-free and

forced evolution

The scalar A is called an eigenvalue of A

Vector v is the associated eigenvector

Modal matrix

Transition matrix

Consider a square matrix A of order n whose elements are real numbers

Matrix A has n (not necessarily distinct) eigenvalues A1, A2,..., Ay
® They can be real numbers or conjugate-complex pairs
e If \; # \; for i # j, A has multiplicity one
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Representation
and analysis

State transition
matrix

Some properties
Sylvester’s formula,
Lagrange
formula
Force-free and
forced evolution
Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

Eigenvalues of triangular and diagonal matrices

Let matrix A = {a; ;} be a triangular or a diagonal matrix

® The eigenvalues of A are the n diagonal elements {a; ;}
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Representation

and analysi
State transition
matrix

Some properties
Sylvester’s formula,
Lagrange
formula
Force-free and

forced evolution

Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

Sylvester’s expansion (cont.)

Characteristic polynomial

The characteristic polynomial of a square matrix A of order n

® The n-order polynomial in the variable s

P(s) =det (sl — A)

Computing eigenvalues and eigenvectors

The eigenvalues of matrix A of order n solve its characteristic polynomial
~ The roots of the equation P(s) = det (s — A) =0

Let A be an eigenvalue of matrix A

Each eigenvector v associated to it is a non-trivial solution to the system

(M —-A)w=0
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Representation

and analysi

ORI Systems of linear equations
\te transition

matrix

Some properties Consider a system of n linear equations in n unknowns Az = b

Sylvester’s formula

~ Ais a (n x n) matrix of coefficients

Lagrange

formula ~ bisa (n x 1) vector of known terms

Force-free and .
forced evolution ~ zis a (n x 1) vector of unknowns

Similarity

transformation

Diagonalisatior
Modal matrix

B If A is non-singular, the system admits one and only one solution

If matrix A is singular, let M = [A[b] be a [n X (n + 1)] matrix
® If rank(A) = rank(M), system has infinite solutions
® If rank(A) < rank(M), system has no solutions
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Representation
nd & lysi
State transition N
matrix Matrix rank
Some properties
Sylvester’s formula The rank of a (m x n) matrix A is equal to the number of columns (or rows) of the
Lagrange matrix that are linearly independent, rank(A)
formula
Force-free and

forced evolution

Matrix kernel or null space

Similarity

e Consider a (m x n) matrix A, we define its null space or kernel

Diagonalisatior

Modal matrix ker(A) — {x c RTL‘ACL’ — 0}

Transition matrix

It is the set of all vectors z € R that left-multiplied by A produce the null vector

The set is a vector space, its dimension is called the nullity of matrix A, null(A)




Lagrange formula

LTT systems - Dynamics
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We can now prove the solution to the analysis problem for MIMO systems

® Lagrange formula

ester’s formula Lagrange formula

Lagrange
formula Consider the state-space representation of a time-invariant linear system of order n

Force-free an
forced evolutiox

u(®) |&(t) = Az(t) + Bu(t) | y(t) () = Az(t) + Bu(t)
y(t) = Cz(t) + Du(t) {y(t) = Cx(t) + Du(t)

Modal matrix

[ R —— System

The solution for ¢ > g, for an initial state z(#y) and an input u(t > o)
A ¢ A
o(t) = A1) 5 (tg) + / A=) Bu(r)dr
7 1o

t
y(t) = CeA=t0)g(t5) + C / A=) Bu(7)dr + Du(t)

7t
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Proof
By left-multiplying the state equation &(t) = Az(t) 4+ Bu(t) by e~ 4t we get

DRI e~ Ai(t) = e M Ax(t) + e~ Bu(t)

’s formula

Lagrange
£ 1e i i i
l‘f“““ * The resulting state equation can be rewritten,

e and

olution

e~ Ai(t) — e A Az(t) = e~ Bu(t)

Then, by using the result on the derivative of the state transition matrix?,

Modal matrix

Transition matrix

%[e—%(t)] = e Atp(t) — e~ At Ag(t)

= e~ M Bu(t)

2Derivative of the state transition matrix

%[e*‘“z(z)} = A [%z(t)] + [%em]x(t) = e i) — e A An(t).
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d
—[eiAtx(t)] = e~ 4 Bu(t)
) dt
e properties
r's formula
R By integrating between tp and t, we obtain
formula
Force-free and _A t t —A
forced evolution [e T{E(T)] = e TBU(T)dT
to to
That is,
Modal matrix t
Transition matrix e_AtI(t) — e_AtO m(to) = / e_ATBU(t)dT
to
Thus,

¢
e~ Ax(t) = e Aoz (ty) + e~ A7 Bu(t)dr
to
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Some properties

Sylvester’s formula

Lagrange

formula

Force-free and
forced evolution

Modal matrix

Transition matrix

Lagrange formula (cont.)

t
e~ AMg(t) = e Mog(ty) + e~ A7 Bu(t)
to

The first Lagrange formula is obtained by multiplying both sides by e4*

t
- x(t):eA(t_”O)z(to)—s—/ A=) By(7)dr

to
The second formula is obtained by substituting z(t) in the output equation
y(t) = Cz(t) + Du(t)

t
- c[eA<t—t0>z(t0)+ eA(t_T)Bu(T)dT]—I-Du(t)

to

z(t)



Force-free and forced evolution

Lagrange formula
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Representation

and analysis

State transition
matrix
Some properties

Syl r's formula

L

formula

grange
Force-free and
forced evolution
Similarity
transformation
Diagonalisation

Modal matrix

Transition matrix

Force-free

and forced evolution

¢
z(t) = A0 (1) + eA0=T) Bu(r)dr
—_— gy
zy (t)

(1)

We can write the state solution (for ¢ > ¢y) as the sum of two terms

~ o x(t) = 2o (t) + ()

~ The force-free evolution of the state, z, (1)

~+ The forced evolution of the state, z; (%)
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't
z(t) = A1) (1) + A7) Bu(r)dr
— to

@ (t)

Some properties

z (1)

Sylvester’s formula

The force-free evolution of the state, from the initial condition z ()
Force-free and
forced evolution

o om(t) = AT g (1)
~ eA(t=10) indicates the transition from z(fo) to (1)

Yo st ~ In the absence of contribution from the input

Transition matrix

The forced evolution of the state

t
- :ltf(t):/ A=) Bu(r)dr

to
~» The contribution of u(7) to state z(t)

~- Through a weighting function, e4(!~7) B
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Representation

and analysi

State transition

matrix

t

Some properties y(t) = Ce =)z (t) 4+ C e =7) Bu(7)dr + Du(t)
Sylvester’s formula N—— Jto

Lagrangc Yu (1)

formula yf(t)

Force-free and

forced evolution

e We can write the output solution (for ¢ > ty) as the sum of two terms
Diagonalisation

Modal matrix

Transition matrix ~ y(t) = yl(t) + yf(t)

~ The force-free evolution of the output, v, (t)

~ The forced evolution of the output, ys(t)
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't
y(t) = C€A<t7t°)x(to) + C/ €A(t7T)B’U,(T)dT + Du(t)
— to

Some properties Yu (t)
Sylvester’s formula Yr (t)

Force-free and

orxed) ovaletiem The force-free evolution of the output, from initial condition y (o) = Cz (o)

~gu(t) = CeAlT0) g (1)
Modal s = C.’Eu(t)

Transition matrix

The forced-evolution of the output

t
~ o y(t) = C’/ A7) Bu()dr + Du(t)
to

= Cuy(t) + Du(t)
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Representation
and analysis

State transition

matrix

o DRl u(t) |&(t) = Az(t) + Bu(t)| y(t)
Sylvester’s formula _ 5 >
Lagrange y(t) = Cz(t) + Du(t)

formula

Force-free and

System
forced evolution
Similarity
transformation Note that for ¢y = 0, we have
Diagonalisation

t
Modal matrix I(t) — eAtI(O) + / eA(t—T)Bu(T)dT
Transition matrix 0

t
y(t) = Ce'z(0) + C/ eA=7) By()dr 4+ Duf(t)
0
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Consider a linear time-invariant system with the state-space representation,

- ()| |1 1] [=(t) o|
L@(t)] - {0 _2} [902(75)} + M ()
o W =2 1] {zl(t)]

We want to determine the state and the output evolution for ¢ > 0

fodal matri ® We consider the input signal u(t) = 26—1(¢), a 2-step
e ® We consider the initial state z(0) = (3,4)7

The state transition matrix for this state-space representation,

At [e*‘ (e*t—e*”)]

€ = 0 672t

‘We computed it earlier
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Representation

and analysi
State transition
matrix

Some properties
Sylvester’s formula
Lagrange
formula
Force-free and

forced evolution

Similarity
transformation
Diagonalisation
Modal matrix

Transition matrix

Free and forced evolution (cont.)

The force-free evolution of the state, for t > 0

That is,

oz (t) = etz(0)

T T
a1 (t) || 41 — zua(t) |
2 [ |
! ! ! oL, ! . i
0 2 4 0 2 4

t
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The force-free evolution of the output, for ¢ > 0

Representation

and analysi ~ o yu(t) = Cry(t)

State transition 7e—t —46_2t

—2t

4e

Some properties ——

Sylvester’s formula C V(t)
Ty

I AN ge

formula =14e " — 472
Force-free and
forced evolution

Similarity That is
transformation ’
Diagonalisatior 10 T T
Modal matrix D yu(t)
Transition matrix

5

0 | | |

0 2 4

~+
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The forced evolution of the state, for t > 0

t [ t—T t—7 _ o—2(t— 7')
e (e 0]
= 2 dr
s formula ~~ u(T)
eA(t—T) B
t t—1 _ ,—2(t—7) t et—T _ g—2(t—7)
_ (e e ) fo e )dr
B, =2 /0 [ 2= [AT=2T e et
5 (I—e ) —1/2(1—e2)] _ [(1—-2e"" 472
- 1/2(1 — e~ 2%) (1 —e2%)
Modal matrix
Transition matrix ]_ I T T . 1 I
0.5 - -1 0.5
1 2
of RONIE |— 570 |
0 2 4 0 2 4
t t

)
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Some properties

Sylvester’s formula

Force-free and
forced evolution

Modal matrix

Transition matrix

Free and forced evolution (cont.)
Since D = 0, the forced evolution of the output for ¢ > 0

~ o yp(t) = Cxp(t)
1] (1 —2e7t 4 e72%)

N—— (1 - e_2t)
c

@y (t)
=3—4e t+e 2

That is,
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LTT systems - Dynamics
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EU— The form of the state space representation depends on the choice of state variables
SpATEED et ® The choice is not unique, even when we are coming from a physical model
. There is an infinite number of different representations of the same system
forced evolution
- ® The representations are related by a similarity transformation
Similarity
rEmsonmeiien ® These transformations allow flexibility in the analysis
o ® (We can change to easier system representations)
Transition matrix

The state matrix can be transformed to have a canonical form

~+ Diagonal form, Jordan form, ...
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Similarity transformation

Consider the state-space representation of a linear time-invariant system of order N,

u(t) |&(t) = Az(t) + Bu(t) | y(t) &(t) = Az(t) + Bu(t)
y(t) = Cz(t) + Du(t) {

y(t) = Cz(t) + Du(t)

Similarity System
transformation ® z(t) and #(t), state vector and its derivative (N, components)
Modal matrix ° ’LL(IL,), iHPUt vector (Nu COmponents)

Transition matrix

® y(t), output vector (N, components)

Let vector z(t) be related to z(¢) by some linear transformation P, z(t) = Pz(t)

P can be any (N, X N,) non-singular matrix (its inverse always exists)

® Because of non-signularity, we have z(t) = P~ 1x(t)

The transformation/matrix P is called a similarity transformation/matrix
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Fo free

srced evolutior
Similarity
transformation

Consider the state-space representation of a linear time-invariant system of order NV,

u(t)

E———

() = Az(t) + Bu(t)
y(t) = Ca(t) + Dul(t)

System

y(®) (t) = Az(t) + Bu(t)
y(t) = Cz(t) + Du(t)

Let P be some similarity transformation matrix such that z(¢) = Pz(t)

Vector z(t) = P~'x(t) satisfies the new state-space representation

u(t)

z(t) = A'z(t) + B'u(t)
y(t) = C’'z(t) + D'u(t)

{z(ze) = A'z(t) + B'u(t)

System

y(t) y(t) = C'z(t) + D'u(t)
T w—pap

~ B'=P-!B

- C'=CP

~ D'=D
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Some properties

Sylvester’s formula

Force-free and

forced evolution
Similarity

transformation

Modal matrix

Transition matrix

Similarity transformation (cont.)

Proof
By taking the time-derivative of the state vector z(t) = Pz(t), we have

- @(t) = Pi(t)

By substituting z(t) and #(t) into the state-space representation,

Pz(t) = A Pz(t) +Bu(t)
—— ——

(1) ()
y(t) = C Pz(t) +Du(t)
N——
z(t)

Pre-multiply the state equation by P~1, to complete the proof
P71 Pi(t) = PYA Pz(t) + P 1 Bu(t)

N—~— N~
&(t) a(t)
P~ ly(t) = P~1C Pz(t) + P~ Du(t)
N——

z(t)
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1e properties

Force-fre

e and
forced evolution

Similarity
transformation

Modal matrix

Transition matrix

or’s formula

Similarity transformation (cont.)

P71Ps(t) = P~YAPz(t) + P~ Bu(t)
P=1ly(t) = P71 CPz(t) + P~ Du(t)

For the state equation, we have

PP s(t) = P YAP 2(t) + P~ Bu(t)
N—— N — N——

1 A’ B’

2(t) = A'z(t) + B'u(t)

For the measurements, we have

PP~ Ly(t) = PP~ CPz(t) + PP~! Du(t)
N~ ~—~— e ed
I I
CP z(t)+ D wu(t)
-~ -~
c’ D’

y(t) = C'2(t) + D'u(t)

I
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Force-free and
forced evolution

Similarity
transformation

Modal matrix

Transition matrix

Similarity transformation (cont.)

z(t) = A’z(t) + B'u(t)

u(t) |2(t) = A’z(t) + B'u(t) | y(¢)
{y(t) = C"%(t) + D'u(t)

y(t) = C'z(t) + D'u(t)

System

We obtained a different state-space representation of the same dynamical system
® Input u(t) and output y(t) are left unchanged (problem data)

® We defined some new (transformed) state variables, z(t)

There is an infinite number of non-singular matrixes P that could be used
~~ Thus, there is also an infinite number of equivalent representations
~ A'=P71AP
~ B'=P7'B
~ ("= CP
~

D'=D



CHEM-E7190
2023

Consider a linear time-invariante system with state-space representation {A, B, C, D}

A B
¢ ormula —_——N—

a@®)| -1 1] [:m@)

RN B(t)| |0 =2] |z2(t)

2 1] [m() Ls|
nio) = o o [ao] 5]
——

Similarity
transformation |:yl (t):|
Todal matri N——

Tran 1 matrix C D

Consider the similarity transformation of the state using some matrix P

=0 ol [56]
——

P
What is the {A’, B/, C’, D'} state-space representation for state z(t)
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Some properties

Sylvester’s formula

Force-free and

forced evolution

Similarity
transformation

Modal matrix

Transition matrix

Similarity transformation (cont.)

We are given the similarity transformation P,

-l

‘We compute its inverse,

=0 ] [y
[961 (tg)cz—(t:)m (t)]

The second component of z is the difference between first and second component of x

~~ The first component of z simply equals the second component of z
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Some properties

Sylvester’s formula

Force-free and
forced evolution

Similarity

transformation

Modal matrix

Transition matrix

Similarity transformation (cont.)

We conclude by calculating the resulting state-space representation

A=

c'=

pP~tap

o0 1T
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2023

Similarity and state transition matrix

Consider the state matrix A’ = P~' AP from some similarity transformation P

ester’s formula The corresponding state transition matrix,
Al A
At = pledtp

Similarity
transformation

Proof

Modal matrix Note that

Transition matrix

(ANE = (P71AP) - (P7YAP)-- - (P"'AP)=P ' AA... AP =P 'A*P

k times k times
Thus, by definition
> (A)Ft 0 1Akp L
Ly @R SR (A poiep
k=0 k=0 k=0 k!
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Similarity
transformation

Modal matrix

Transition matrix

Similarity transformation (cont.)

‘We show how two similar state-space representations describe the same IO relation

Invariance of the IO relationship under similarity

Consider two similar state-space representations of a linear time-invariant system
~ {A,B,C,D} and {A’,B’,C’, D’}

~~ P is the transformation matrix

Suppose that the system be subjected to some known input
~ u(t)

The two representations produce the same forced response

~ yp(t)
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Some properties

Sylvester’s formula

free
evolution

and

Similarity

transformation
Modal matrix
Transition matrix

Similarity transformation (cont.)

Proof
Consider the Lagrange formula

The forced response of the second representation due to input w(¢)

t ’
yp(t) = C"/ e (=7) B u(r)dr +Du(t)

to

2 (t)

t
= CP | P 1eAt=T)p PR y(r)dr + Du(t)
—N——

1
0 Al (t—7) B’

t
=C | 27 Bu(r)dr + Du(t)

to
This response corresponds to the one of the original representation

¢
yr(t) =C A7) Bu(r)dr + Du(t)

to
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Invariance of the eigenvalues under similarity transformations

Matrix A and P~ ! AP have the same characteristic polynomial

ester formula l)]-(,]or
The characteristic polynomial of matrix A’

det (A\] — A’) =det (A — PT1AP)
Similarity N e
transformation Al
=det(W\PT'P-P71AP)
N —
Transition matrix I
=det [P\ — A)P]
=det (P~1) det (A\I — A)det (P)
= det (A — A)

Modal matrix

The last equality is obtained from det(P~1)det(P) = 1

A and A’ share the same characteristic polynomial
~» Thus, also the eigenvalues are the same



CHENLETS0 Similarity transformation (cont.)

2023
Some properties
ester’s formula
Two similar representations have the same modes, the modes characterise the dynamics
Force-free and
forced evolution
Skt The modes are therefore independent of the representation
transformation JO ThlS iS important
Modal matrix

Transition matrix
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Consider two similar state-space representations of a linear time-invariant system

—1 1
=[]
‘ ‘ —2 0
’_
=34
et evelute The similarity transformation matrix
Similarity
transformation
1 1
r=[i 4

We are interested in the eigenvalues and modes of the system

Matrix A and A have two eigenvectors
N\ =-—1
® Ny = -2

The system modes are e~ * and e 2!
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We consider a special similarity transformation P, we seek for a diagonal matrix A’
~ A state-space representation with a diagonal state matrix
~» Diagonal canonical form

~ A=A =P-1AP

Force-

forced e

Consider the linear time-invariant system with a single input (and, say, single output)

i1(t) A1l 0 cee 0 a:l(t) b1
Diagonalisation in(t) 0 Mo .- 0 22(t) bo
Modal matrix
Transition matrix . = X . . . : + . u(t)
T (f) 0 0 ce >\n Tn (f) bn

The evolution of the i-th component of the state vector
~ o gi(E) = Niwi(t) + biu(t)

State derivatives are not related to other components
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We can understand a system with diagonal matrix A as a collection of sub-systems

~~ Kach sub-system is described by a single state component

proper

L ~ Kach state component evolves independently

~» The representation is decoupled

~~ N, first-order subsystems

free and
ced evolution

The characteristic polynomial of the system for the i-th component

Diagonalisation

~ o Pi(s)=(s—\;)

Modal matrix

Transition matrix

This subsystem has mode ¢~ i

We show how to determine a similarity transformation that leads to a diagonal form

® This can be understood as a somehow special similarity transformation



Modal matrix

Diagonalisation
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ester’s formula Modal matrix

Consider a system in state-space representation with (N, x N,) matrix A
forced evolutior ® Let vy, v9,...,v, be a set of all the eigenvectors of matrix A

® Suppose that they correspond to eigenvalues Aj, Ao, ..., Ay,

Suppose that eigenvectors in this set are also linearly independent

Modal matrix

Transition matrix

We define the modal matrix of A as the (N, x N,) matrix V

V = [vi|vz|-- - |vn]



CHENLETI90 Diagonalisation (cont.)
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SO Perei: If a matrix A has N, distinct eigenvalues A, then the modal matrix A always exists

Sylvester’s formula

® Its N, eigenvectors v are linearly independent

Force-free and

forced evolution

Distinct eigenvalues

Let A be a n-order matrix whose n eigenvalues A1, A2, ..., A, are distinct

Modal matrix

Then, there is a set of n linearly independent eigenvectors

Transition matrix

® Vectors vy, v2, ..., v, form a basis for R"
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Consider a state-space representation of a linear time-invariant system with matrix A
2 1

We are interested in the modal matrix V of A

The eigenvalues and eigenvectors of A
wA=landoy =[1 -1]7
w)\2:5andv2:[l 3]T

Modal matrix

The modal matrix V,

V= [ufw] = [,11 é}
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| V(o) = [ 3]

Sylvester’s formula

It is important to note that the eigenvectors are determined up to a scaling constant

AT —— ® (Plus, the ordering of the eigenvalues is arbitrary)

forced evolution

® There can be more than one modal matrix

These two modal matrices of matrix A are equivalent

Modal matrix

Transition matrix

V! = [2v1|3v2] = [_22 g}

[v2]0n] = B, ,11}

V//
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2023
; Consider a matrix A with some eigenvalues A\ that have multiplicity v larger than one
Sylvester's formula ® The modal matrix V exists if and only if to each eigenvalue \; with multiplicity v;
is possible to associate v; linearly independent eigenvectors {v; 1, v;2,..., Vi, }
Force-free and
forced evolution This is not always possible
Modal matrix But, ...

Transition matrix

If a matrix admits a modal matrix, then it can be diagonalised

® (This is what matters to us)



CHEM-E7190
2023

Consider a state space representation of a linear time-invariant system with matrix A
2 0
=g
Its only eigenvalue A = 2 has multiplicity v = 2

Its eigenvectors are obtained by solving the system [)\I - A} v=0

s A I F R ot

We can choose any two linearly independent eigenvectors for A

® As the equation is satisfied for any value of a and b

A modal matrix with the eigenvectors from the canonical basis

- V= [nfu] = [3 ﬂ
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Consider a state space representation of a linear time-invariant system with matrix A

Its only eigenvalue A = 2 has multiplicity v = 2

Its eigenvectors are obtained by solving the system [)J - A} v=0

R [ R

As b = 0, we can choose only one linearly independent eigenvector for A

-l

Matrix A does not admit a modal matrix
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Consider a state-space representation of a linear time-invariant system with matrix A

[’ul [va] - \’u,,} one of its modal matrices

Let A1, A2, ..., A, be its eigenvalues and V =

Modal mateix Let A be the state matrix transformed according to A = V1AV

fransition mati ~ A is diagonal
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Consider a linear time-invariant system with matrixes {A, B, C, D}

a)] _[-1 1] [a@) 0
o R e | R H R

n@®] |2 1] [n@) 15
o) =[e 2 (2] + [5] w0

Modal matrix

[ R —— We are interested in a diagonal representation by similarity

We can compute the eigenvalues and eigenvectors of A
® N\ =—1and v; = |:(1):|

® \o=—2and v = |:_11:|
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Some properties

Sylvester’s formula

Force-free and

forced evolution

Modal matrix

Transition matrix

Diagonalisation (cont.)

Then, we can determine a modal matrix and its inverse

1
v=1s

vl= [1

4|
4]

From the similarity transformation expressions, we get

A’:V*AV:[1 1”

0 -1

I

—
[
I

—_
—
—

o|

[y

N

;oo 11
B =V B_[O 71}
;oo 2 11
c=cv=[s 3]s

7]

-1 1

1 1
0 -=2]|0 -1

- [—01
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Diagonalisation
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Some properties

Sylvester’s formula

We show a procedure alternative to Sylvester’s formula for the state transition matrix

Force:

forced evolution

® We assume a linear time-invariant state-space system representation

® We assume that the state matrix A can be diagonalised

Modal matrix

Transition matrix
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Modal matrix

Transition matrix

Transition matrix by diagonalisation (cont.)

State transition matrix by diagonalisation

Consider a (n x n) state matrix A and let A\j, \2,..., A\, be its eigenvalues
Suppose that A admits the modal matrix V'

‘We have for the state transition matrix

eMt 0 ... 0
0 er2t L. 0
eM=VvehMty—l=v . . ) . y-1
0 0 PR

Because we have a diagonal state matrix

A1 0 - 0
0 X - 0
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Some properties

vester’s formula

Force-

forced e

Modal matrix

Transition matrix

State transition matrix by diagonalisation (cont.)

Proof
We have shown that the identity holds (see similarity and state transition matrices?)
At _ -1 4ty,

To complete the proof, multiply both sides by V on the left and by V! on the right
[ ]

’
3Given A’ = PilAP, we have et = p—leAtp,
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Consider a linear time-invariant system with matrixes {A, B, C, D}

paser s i a(t)| -1 1| |z(e) of
o R e | R H R

lodal matri yl(t) _ 2 1 iﬁl(t) 1.5 u
R — Lz(t)] B {0 2] L:Q(t)} * [0} ®)

At

We are interested in computing the state transition matrix e
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We have already computed the modal matrix of A and its inverse, V and V1!

11

V=1 -1
Sylvester’s formula : :
LN

V=10 41

Force-free and

forced evolution

Thus, we have

At 0 M1 17 [e—t 0 1 1
At _ € -1 _ ¢
Modal matrix € 14 [ 0 e)\ztj| 4 |0 _1_ |: 0 e_2t:| |:0 —1]

Transition matrix

Il
1
O =
=
—
| S
r
®
(=2
-
|
a ©
)
NN
<
—
|
L——
®
(=2
-
—
®
|
o =
[
ﬁml
¥
<
=
—

This is the same result we determined by using the Sylvester expansion
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