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The Lagrangian
function

Equality constraints

The Lagrangian function

Consider the nonlinear optimisation problem in the standard form
min w
Jin, S (w)
subject to g (w) =0
h(w) >0

~~ Objective function
FiRN 5 R, with fecC? (RN)

~ Equality constraint function
g:RY = RNs, with g € C? (RN)
~~ Inequality constraint function

h:RY = RV with b € C2 (RN)

We denote a problem in this form as primal optimisation problem
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The Lagrangian
function min f (w)
weRN

subject to g (w) =0
h(w) >0

Equality constraints

The globally optimal value of the objective function subjected to the constraints

v = (min, 7). st gw) = 0.0(w) 20)

weRN
Remember that there can be a multiplicity of points w* € Q such that f (w*) = p*
~~ The globally optimal value p* of the objective function is unique

~~ The globally optimal value is called the primal optimal value

We are interested in a lower-bound on the optimal value p*
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min x12 -+ x22
TER?

subject to 1 —1=0

3 —1—22 >0 (Inequality constraints)

~ fiR? =5 R, withf€C2('R2)
~ g:R?2 =R, WitthCQ(R2)
~ h:R%Z =R, with h € C? (R?)

The feasible set, the set of feasible decisions

Q={z €R?*h(z)>0,9(z)=0}

The minimiser z*, at point e

(Objective function)

(Equality constraints)

L2

1221?+1

71> 1

¥
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i S
subject to g (w) =0
h(w) >0

The Lagrangian
function

Equality constraints

We can define an auxiliary function denoted as the Lagrangian function

L(w, A p)=f(w)—A"g(w)—pn"h(w)

The Lagrangian function depends on w and two sets of auxiliary variables
® The Lagrangian multipliers, or dual variables
® The inequality multipliers, p € RNn
® The equality multipliers, A € RNo

E(w, A M) =f (w Z /\nh hnh w) Z Hng Gng (w

np=1 ng=1

The Lagrangian function,

L£:RYN xRY x RNn - R
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function

The Lagrangian function (cont.)
i I
subject to g (w) =0
h(w) >0
In expanded form, we have
L(w, A1) = f (w) = ATg (w) — u"h (w)
g1 (w) hi (w)
=f(w) = [\ o Aw] : — [ pwy]
9N, (w) hn,, (w)

The number of multipliers must match the number of constraints
~ (For the products AT g (w) and uTh (w) to be defined)

We require the inequality multipliers to be positive (u > 0)
H1 20
w=>0= :
“n, >0
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: min  z? + 23 (Objective function)
Conan TER2
subject to z1 —1=0 (Equality constraints)
3 —1—2z7 >0 (Inequality constraints) o
Ty > Lf +1 B
The feasible set, the set of feasible decisions \L T o

Q= {z €R?*h(z)>0,9(z)=0}

—

For point z € 2, the Lagrangian function &3 Z -

L@\ p) =1 @) -9 @) —u"h(@)
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The Lagrangian

function
min  z? + 22 (Objective function)
TERZ S
Equality constraints f(z)
e subject to ;3 —1=10 (Equality constraints)
(z)
glx

m—1-—22>0
———
h(=)

(Inequality constraints)

The Lagrangian function in expanded form, for any = = (1, 22) € Q
L@\ =f(@)~2"g@) ~n"h(@)
=f (@) — [M] [91 (@)] = [p1] [ (3)]

=343 - M @E —1) — (T —1-77)
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Lower-bound property of the Lagrangian function
The Lagrangian
Eonction For any feasible point w € 2, for any A and for any p > 0, we have the lower-bound

L@@ A p)=f(@)-A"g@)—p" h(@) | | |
M NN 3
=0 >0 >0 =
N——\ ) 1<
=0 <0 Il
~ ~<
< f(w) s O N
~— \
Clearly, we also have that Ei \
18 N
* * = ‘ ‘
L(w*, A p) < f(w") - ) 0 2

For w in the feasible set, the objective function is larger than the Lagrangian function

® (That is, if @ is a primal minimiser, then the lower-bound will be retained)
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The Lagrangian

function min  z? + z3 (Objective function)
zER2
subject to z1 —1=0 (Equality constraints)
Equali nstrai
Cm— 3 —1—22>0 (Inequality constraints) -
roblem
Ty >zl +1
The feasible set e

Q= {z e R*h(z) >0,9(z) = 0}

The Lagrangian function ﬁ
Lz, A\ p) = 5:'124-522—/\1 (T1 — 1)—p1 (52 —1- 512) &

[
)

For any point = € Q and for any A and any p > 0, we have the lower-bound property

L@, A p) < f(7)
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The Lagrangian
function

Equality constraints

Constrained
problems

Lz | A=1u=1)




T2 For different pairs (A, u>0) and for any Z € Q, we always have that £ (Z, A\, u) < f(Z)

The Lagrangian

—~ —~
function — 0
Optimality I I
conditions 3 3
Equality constraints — —
Constrained Il Il
problems < <
B B
— —
< <
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The Lagrangian
function

Optimality
conditions

Equality constraints
Constrained
problems

(@)~ LA = Lp=1)

2

f(2) = L(z]d = -1,p=1)

z2

f(@) = L(z|A = 1,p=5)
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function

Equality constraints

Constrained
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The Lagrangian function | Duality

Consider some fixed multipliers A and i > 0, we define the Lagrange dual function as

g\ p)= inf o L(w]A=Apu=p)

Thus, the Lagrange dual function is a scalar function
g: RN x RU - R
Let w* be the unconstrained minimiser of the Lagrangian function £ (w|5\, ﬂ)
w* =w* (X [)

Because we minimised out w, the infimum is £ (w*(j\, )X, ﬁ) =q (5\, [L)
® At any other feasible point w and with fixed (A, p), we have

L(wlXm) > £ (w* (N m)IAR) = (X 0)
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The Lagrangian
function

Equality constraints

Constrained
problems

The Lagrangian function | Duality (cont.)

Lower-bound property of the Lagrange dual function
For any multipliers A and g > 0, we have that for any feasible point w

L(w, p) < f(w)
Moreover, at that feasible point w

a(Xp) < L(W, A p)
Thus, we have the following

A p) S L(w, A, p) < f (W)
Because p* < f(w), we have
q(Ap) <p*

Lagrange dual functions g (X, 1) provide a lower-bound to primal optimal values p
At the global minimiser w = w*, clearly a feasible point, we have

q (A p) < f(w)
:p*

*
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The Lagrangian function | Duality

The Lagrange dual function g (\, ) does not depend on primal decision variables w

® Sometimes it is possible to compute the Lagrange dual function explicitly

Concavity of the Lagrange dual function

The Lagrange dual function is always a concave function, also for non-convex problems

® Therefore, we have that —q (A, 1) is a convex function
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For any fixed w, the Lagrangian function £(\, pu|w) is an affine function of A and p
The Lagrangian

function L plw) =f (w) =ATg (w) = u"h (w)

Visually, consider a set of points {w} and associated Lagrangian functions {£(\, p|w)}

PS L)
L plw®) LOHw™) or fixed A, i, the dual function
L, plw?)

q(Ap)= inf — L(w|A p)
weRN
L, p|w®) Or, equivalently

—q(A )= sup —L(w|A p)
weRN

1
.
1
'

—q (A, p) is the supremum of affine, thus convex, functions in the dual variables (\, u)

(A, 1)

® The supremum over a set of convex functions is a convex function

® (The epigraph is the intersection of convex sets)
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function

The Lagrangian function | Duality (cont.)

The Lagrange dual function provides an understimate of the primal global minimiser
® The value of the dual function that is closest is achieved when ¢ is maximised

® It is interesting to understand how close to p* does ¢ (A, p) actually get

Dual optimisation problem
The best lower-bound d* is obtained by maximising the Lagrange dual function g (X, u)

max q (>‘7 /’L)
xeR Ny
perNn

subject to © >0

The dual optimisation problem is itself a constrained optimisation problem
® Tt is defined as a convex (concave) maximisation problem

® The decision variables are the dual variables A and u

The convexity of the dual optimisation problem is independent of the primal problem
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Constrained
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The Lagrangian function | Duality (cont.)

The best lower-bound d* is obtained by maximising the Lagrange dual function g (X, u)

d*=1 max qg(\p), st. u>0
AeRNg

pnerNn

For any general nonlinear programs, we have the weak-duality result
d* S p*

For any convex nonlinear programs!, we have strong-duality result

d*:p*

1Slater’s constraint qualification conditions must also be satisfied.
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Consider a strictly convex quadratic program (B > 0) in primal form
The primal optimisation problem

1
min  ¢Tz+ =27 Bz
zERN 2

subject to Az —b=0
Cx—d>0

The primal global minimum

*

~p

We are interested in the Lagrange dual function ¢ (A, p)
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: T 17
The Lagrangian min c'z+ —x" Bzr
function zeRN 2

f(w)
Bermsility @omsinein: subject to Az —b=0
Constrained WV

problems

g(z)
Cr—d>0
——
h(z)

For the Lagrangian function, we have

1
Lz, \p)=clz+ EITBCE*)\T(A{E —b)—puT(Cx —d)
—_———

f(z) ATg(z) uTh(z)
1
=cTz+ EITBw Nl Az 4+ AT —puTCr +puTd

=ATo+puTd+(c—ATA—CcTwTz+

constant in z

1
—zT Bz
2

linear in = .
quadratic in x
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The Lagrangian function | Duality (cont.)

1
L p)=ATb+uTd+(c—ATAN-CTW) Tz + =28
The Lagrange dual function ¢ (A, 1) is defined as infimum of the Lagrangian function

® The minimisation is with respect to the primal variables x

We have,
1
g\ p)= inf <>\Tb +uTd+(c—ATA-CTw T + :cTBx>
zERN 2

1

=ATv+uTd+ inf (c—ATXN=CTw)Tz+ 2T Bx
zeRN 2
unconstrained quadratic program

=A\Tb4puTd— %(cf AT — cTu)TB—l (cf AT - CT;L)

1
We used the fact that for general unconstrained quadratic problems f (z*) = =cTB~'¢
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function

Equality constraints

Constrained
problems

The Lagrangian function | Duality (cont.)

aOnp) =2To+uTd - %(c — AT - CTM)TB*1 (c— AT - CTN)

After rearranging, we formulate the dual optimisation problem

I b+ AB-T]T Al 11T T4] . [A1T [
_ T 1 - 1

ey TP C+[d+CB‘lc} [ﬂ] 2[#] MB M [ﬂ]
nerNg

subject to © >0

The objective function is concave, the dual problem is a convex quadratic program

The term (—1/2)cT B~1¢ is constant with respect to the dual variables
® Tt is retained to verify the strong duality result, d* = p*
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The Lagrangian
function

The primal optimisation problem

min cTw

weRN
subject to Aw —b=0
Cx—d>0
The primal global minimum
~ p"<

We are interested in the Lagrange dual function ¢ (A, u)
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function

Equality constraints

Constrained

problems

The Lagrangian function | Duality (cont.)

min cTw
weRN

subject to Aw —b =0
Cr—d>0

For the Lagrangian function, we can write

L(w, A p)=cTw—-2AT(Aw —b) — pT(Cw — d)

ATb+qu+(c—ATA—CTM>w

The Lagrange dual, as infimum of the Lagrangian

aOuw) =ATb+uTd+ inf (cfAT)\fCT,u)w
weRN

unconstrained linear program

0 c—ATX—-CTp=0
AT+ uTd+{" , K
—oo, otherwise
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The Lagrangian
function

Equality constraints

The Lagrangian function | Duality (cont.)

_ ATy _ 0T, —
GO =ATh+pTas {0 e AA=CTH=0
—o0, otherwise

The Lagrange dual function ¢ (A, 1) equals —oo at all points (X, f1) that do not satisfy
the linear equality ¢ — ATA— CTp = 0, these points can be treated as infeasible points

We use this observation to formulate the the dual optimisation problem,

max [b d} |:)\i|
AeRNh 3
nenrNg

subject to ¢c— ATA—CTp=0
p=0
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Optimality
conditions Consider the unconstrained optimisation problem with f : RY — R and f € C}(RY)

2

We are imprecisely assuming that the domain of definition of function f is RY

® More precisely, the function is defined only on some set D C RY

That is, we re-write the unconstrained optimisation problem

min - f (w)
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Optimality
conditions

Equality constraints

Optimality conditions | Unconstrained problems (cont.)

min - f (w)

First-order necessary optimality conditions
If point w* € D is a local minimiser, then the first-order necessary condition holds
Vf (w) =0

A point w* such that Vf (w*) = 0 is a stationary point

By contradiction, assume that the local minimiser would be such that Vf (w*) # 0
® Then, there is a direction —Vf (w*) that would be a descent direction

Vf (w*) " (=Vf (w*)) = =[IVf (w*)II3
<0
In the vicinity of w*, for a point W = w* + A(w’ — w*) along the descent direction

fw* + A" — w*)) = f(w) +AVf (w)T (v —w*)
<0

< f(w*) (a contradiction for a local minimiser)
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Optimality
conditions

Equality constraints

Optimality conditions | Unconstrained problems (cont.)

min f(w
weD ( )
Second-order necessary optimality conditions

If point w* € D is a local minimiser, then the second-order necessary condition holds

V2f (w*) =0

Assume the existence of direction (w’—w*) such that (v’ —w*)TV2f (w*)(w'—w*) < 0

® Along direction (w’ — w*), the objective function would diminish
In the vicinity of w*, for a point W = w* + A(w’ — w*) along the descent direction
F(w* +A(w —w*)) =

F ) +ATS ()T (0~ w2 @~ w?) TV () w)

=0 <0

< f(w") (a contradiction for a local minimiser)
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The Lagrangian
function

Optimality
conditions

Equality constraints

Constrained
problems

Second-order sufficient optimality conditions

The sufficient second-order condition to have a strict local minimiser

V2f (w*) =0
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Omsifrmeltiy Consider the unconstrained optimisation problem

conditions

1 B
min = — — (5w2 + 5w + 3wywy — wy — 2wy) e(~(WITw))
wer? 5 10 (5w 2 1 ! 2)
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Consider the equality constrained optimisation problem in the general form

Equality constraints min f (w)
Constrained weRN

problems

subject to g (w) =0

® We assume that f : RN — R and g : RN — R"s are smooth functions
® The feasible set is Q = {w € RN|g (w) = 0}, a differentiable manifold

We are interested in the optimality conditions for this class of optimisation problems
® To have a condition Vf (w) = 0 (or Vf (w) = 0 and V2f (w) = 0) is not enough

® Variations in other feasible directions must not improve the objective function
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Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)

To formulate the optimality conditions, we need two notions from differential geometry
® The tangent vector to the feasible set 2
® The tangent cone to the feasible set Q2
These notions will allow for a local characterisation of the feasible set
For (standard, well-behaved) equality constrained optimisation problems, the set of all
the tangent vectors to the feasibility set 2 at a feasible point w* form a vector space

® The tangent space
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Equality constraints

Constrained

problems

Optimality conditions | Equality constraints (cont.)
Remember the equality constraint function, each component function need be smooth
91 (w)
g (w) = | gn, (w)
gn, (w)

Ngx1

Each function is required to be at least differentiable once, to compute the Jacobian

Jacobian of the equality constraints

The Jacobian of the equality constraint functions is a rectangular (Ny X N) matrix

® Tt collects (transposed) gradients Vg, (w) of component functions gy, (w)
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g1 (w)

g(w) = |gn, (w)
Equality constraints .

Constrained
problems

9N, (w)
Ngx1

More explicitly, the gradient vector of an equality constraint function g, (w)

Ogn, (w1, ..., wy)/Ow
Vn, (w) = 8gng (wiy...,wy)/Own

Ogn, (w1,..., wn)/Owy

N x1

Each gradient Vgn, (w) is a column-vector of size (N x 1)
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In the Jacobian of g (w), the gradients are transposed and arranged along the rows
That is,
[ Vo (w)” ]
Equality constraints ng (w)

Constrained
problems

Vo () = Vgng.(UJ)T

| Vn, .(w*)T_
og1 (w) /0wt g1 (w)/Own, -+ 0g1 (w)/Own
g2 (w) /0wt 092 (w)/Own -+ Og2 (w)/Own

= | [0gn, (w)/Owr -+ Ogn, (w)/Own Bgn, (w)/Bwy]

Ogn, (w)/0w. -+ Dgn, (w)/dun]

L[@gn, (w)/dwr

Ngx N
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[ Vi (w)" ]
Equality constraints Vgo (w) T

Constrained
problems

Vo)’ = Vgng-(W)T

| Van, (w*)" ]

NgxXN

We denote the Jacobian matrix of vector-valued multivariate function g (w) as Vg (w)”

dg (w
® Alternative notation used for the Jacobian, Jy (w) and “2( )
w
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Consider the minimisation of some function f (w) under some equality constraint g (w)

Equality constraints x%
problome Let f: R2 = R
7 f(z)= g$12+§w1$2—z2+3:v1
» Letg:RZ—oR
1) o1

g(z) =af + 25 -1
The feasible set

Q={zcR?:g(z) =0}

When on the constraint(s), feasibility is satisfied when moving along tangent directions
® Optimality conditions must be verified along these directions
a
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Tangent vector

A vector p € RV is a tangent vector to the feasible set Q at point w* € Q@ C RY if
there exists a smooth curve w(t) : [0,e) — RY such that the following is true

Equality constraints

Constrained
problems
~» The curve for ¢ = 0 starts at the feasible point w*
w(0) =w*
~ The curve is in feasible set for all ¢ € [0, ¢)
w(t) €N
Then, vector p is the derivative of w at t =0

dw(t)
dt lt=0

P =
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Curve w(t) is parameterised by t, ¢ varies over the infinitesimally small interval [0, £)

sy cometreimis ﬁl(t)
Constrained
orablerms w(t)=|
w1 _ 7
Wy (1)
t€0,e)
0 [
g(w) =0

® w* € Q is where the curve starts W(¢t = 0) = w* and ¢ is small enough

® Thus, the curve w(t) remains inside Q (surely in the limit € — 0)

dw(t)/dt pi(t)
w

p)=—==1 = |=]|:
dw (t)/dt PN (%)

Tangent vector p defines a direction along which it is possible move without leaving 2
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T2

Equality constraints
Constrainec
problem

%

Consider the usual feasibility set

Q={zecR?: a2 +22-1=0}

T1 The points z* on the unit circle

*
X
T

An alternative characterisation of a feasible point z*, for a* € [0, 27]

- =[]
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Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)

For a fixed a* (fixed z*) and some w € R, we can construct a feasible curve from z*

0= [t 121

We can also determine the tangent vectors along the curve,

po() = dzit)
_ |—wsin (a* + wt)
N [wcos (a* + wt) }

' [— sin (a* + wt)}

cos (a* 4+ wt)

The tangent vector at ¢t = 0 (or, at z*),

B df(t)‘
P = dt 1t=0

= o[ an]]
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Equality constraints

Tangent cone

The tangent cone To(w*) of the feasible
set Q at point w* € Q C RV is the set of
wq all the tangent vectors at w*

® ‘If p is a tangent vector, then also 2p
Q is a tangent vector, ...’

Sometimes the set of elements of the tangent cone define a space, the tangent space
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To construct a smooth curve w(t) that satisfies the conditions needed to define tangent

vectors, we can consider the equality constraint g (w) and its Taylor’s expansion at w*

Consider the first-order Taylor’s series expansion of function g at point w*

Equality constraints

g(w) =g (W) +Vg(w")" (w—w")+ 0 ((w-w")?)
—

Constrained
problems =0

® We know g and we can compute its gradients (~» Jacobian)

Similarly, at ¢ = 0 (that is, at point w™*), we have the approximated curve

(t—0)+0((t-0)?)

We can construct a direction such that from w* it is feasible, up to the first-order

g(w)=g(w*)+Vg (w9 (w—w*)+0 (w—w*)?)
=0 -0
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Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)

g(w)~g(w*)+Vyg (w*)T (w—w™)
=0 =0

We consider the tangent vectors p that projected by the Jacobian Vg (w*)T are zero

Vg (w) p=0

Tangent directions p that satisfy the orthogonality condition are feasible, g (w(t)) =0

® If the constraints at w* are zero, along p they will remain zero up to first-order

The feasible tangent directions are in the null-space of the Jacobian J, (w)

This suggests a criterior for building a possible tangent cone Tq(w*)

To(w*) ={p € R : Vg (w*)"p =0}
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Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)

The collection of tangent directions to €2 that are orthogonal to the equality constraints
Fo (w*)={pe RN : Vg, (w)Tp=0, with ny =1,2,..., N}
The collection in this set is denoted as the linearised feasible cone for equality constraints

® For equality constrained problems that are smooth, Fq (w*) is a space

® More generally, the set of all tangent vectors to €2 is just a cone

In general (with inequality constraints), it is difficult to characterise the tangent cone

® The linearised feasible cone for equality constraints is a good proxy to it

Though, in general, we have
Fa(w) # Ta (w)
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3
Consider the usual feasibility set
/ Q={zecR¥et+22-1=0}
b'e
Equality constraints
Sl A possible tangent vector p,(z*)
2 £l —sin (a*)
Pu(z’) =w [ cos (a*) :|

The vector space is mono-dimensional

The vector space corresponds to the tangent cone, it is constructed by choosing w € R

oo 2 |—sin(a®) .
Tg(z)—{pE’R.p—w{Cos(a*) , with w € R}
The tangent vectors are orthogonal to the gradient vector of the constraint function

v =2 [
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Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)
First-order necessary optimality conditions (I)
Consider the equality constrained optimisation problem
min  f (w)
weRN
subject to g (w) =0
A point w* is a local minimiser, if w* € Q and for all tangents p € Tq(w*), we have
*\T
Vf(w™)'p=0

When we consider the directions that are in the tangent cone Tq(w*) of point w* in
the feasible set €2, we must only have directions along which the objective worsens

If Vf (w*)Tp < 0, then there would also exist some feasible curve w(t) such that

df (w (t)) .
o, =V )Tp

<0

There would exist a feasible descent direction, along which the objective improves
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Equality constraints
Cor

problems

rained

Optimality conditions | Equality constraints (cont.)

Consider the constrained optimisation

min  wo
wER?

subject to w12 s w22 =l=0

The minimiser w*

w* = (0,-1)

The gradient vector of the objective function at the minimiser
Vi) ={]

The gradient at w* is orthogonal to the tangent space at w*

® Not true for (most of the) other feasible points

Z1
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Optimality conditions | Equality constraints (cont.)

We are interested in the conditions under which the identity Fo(w*) = To(w*) holds

We say that the linear independence constraint qualification (LICQ) holds at point w* if
and only if the vectors Vgn, (w*) are linearly independent, ng =1,..., Ny

® {Vgn, (w*)T} are the rows of the Jacobian, gradients of the equality constraints

[ Vo (w)” ]
Vg2 (w)"

Vo) = | g T

) T
[ Van, (w*)" |
NgxN
The linear independence qualification is equivalent to requiring rank (V g (w*)T) =Ny

® This condition can be satisfied if and only if Ny < N
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It can be shown that, in general, the following holds

Ta(w") € Fa(w”)

Equality constraints

Constrained

problems When LICQ holds, we have
To(w*) = Fo(w*)

We can restate the first-order optimality conditions (II)

min_ f (w)

weRN
subject to g (w) =0

Point w* is a local minimiser, if w* € , LICQ holds at w*, and for all p € Fq(w™*)

~ Vf(w) 'p=0
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Optimality conditions | Equality constraints (cont.)

We can further restate the first-order optimality conditions (III)
min_ f (w)
weRN
subject to g (w) =0
Point w* is a local minimiser, if w* € Q, LICQ holds at w*, and there is a \* € RNs

v Vi (w") = Vg (w)A"

Remember the Lagrangian function for equality constrained problems, we have

L(w,\) = [ (w) = ATg (w)

We retrieve the optimality condition

VLl (w*,\*) = Vf (w*) — Vg (w*)\*
=0

This result is important, because we can optimise simultaneously for both w* and \*
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Consider the constrained optimisation 1
min  wso
wER?2

subject to w12 + w22 —-1=0

The Lagrangian function

L(w,\) = wa — AN(w? + wg —1)

The gradient of £ (w, ) = wy — A(w} + w2 — 1) with respect to the primal variables w

|0 2w
Suctwn= [] Ao
The first order optimality conditions, g (w*) and VL (w,A) =0
w12 + w22 —1=0

—2 w; =0
2wy +1=0
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Optimality conditions | Equality constraints (cont.)

Some remarkable facts about first-order optimality conditions and Lagrangian functions

L(w,\) = f(w) = ATg (w)

The gradient of the Lagrangian function with respect to the dual A equals —g (w)

VAL (w,3) = —g (w)

At a minimiser w* € Q, we have g (w*) =0 and VL (w*,\*) =0, or

VLl (w*,A*)| oy
|:V)\£(’LU*,)\*):| _vw,)\‘c(w 7)‘ )

=0
The LICQ condition led to define the Karhush-Kuhn-Tucker (KKT) conditions

VL (w*,A*) =0
g(w*)=0



CHEM-E7225
2022

The Lag

function

angian

Optimality
ondition
Equality constraints

Constrained
problems

Optimality conditions | Equality constraints (cont.)

Second-order necessary optimality conditions

min_ f(w)

weRN
subject to g (w) =0

Point w* is a local minimiser if w* € Q, LICQ holds at w*, there exists a \* € RNs
such that Vf (w*) = Vg (w*)A*, and for all tangent vectors p € Fq(w*) we also have

p VoL (WA )p >0
Second-order sufficient optimality conditions

pTV2 L (w*,A")p >0
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Optimality conditions | Constrained problems

Consider the equality and inequality constrained optimisation problem in general form
min  f(z
z€RN (@)

subject to g (z) =0

h(z) >0

® We assume a smooth functions f : RN = R, g: RY - RNs and h: RN — RN

[ g1 (w) ]
g(w) = :
Lgn, (w)]
() T
h(w) = :
Lhn,, (w)]

® We have the set of feasible points Q = {w € RN : g (w) =0,k (w) > 0}

To formulate the optimality conditions for these problems, we extend previous notions
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Optimality conditions | Constrained problems (cont.)

Tangent vector

A vector p € RV is a tangent vector to the feasible set Q at point w* € Q@ C RY if
there exists a smooth curve w(t) : [0,e) — RY such that the following is verified

~~ The curve for ¢t = 0 starts at the feasible point w*
w(0) = w*

~+ The curve is in feasible set for all ¢ € [0,¢)
w(t) €N

~+ Vector p is the derivative of w at t =0

dw(t)
dt li=0

Tangent cone

The tangent cone Tq(w*) of the feasible set  at point w* € Q C RY is the set of all
the tangent vectors at w*: Same definition, but it requires a different characterisation
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Optimality conditions | Constrained problems (cont.)

With equality constrained problems, we defined the linearised feasible cone Fq(w*)

® For feasible points w*, we have first-order necessary optimality conditions
Vi (w*)Tp >0, forall pe To(w*)
® Under linear independence constraint qualification (LICQ) conditions

To(w") = Fa(w")

To characterise the tangent cone with inequality constrains, we introduce new concepts
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Optimality conditions | Constrained problems (cont.)

‘We need to describe the feasibility set in the neighbourhood of a local minimiser w* € €
The active constraints and the active set
Consider the inequality constraint functions
hi (w)
h(w) = :
b, (w)

An inequality constraint hn, (w*) < 0 is said to be an active inequality constraint at
w* € Q if and only if hp, (w*) = 0, otherwise it is an inactive inequality constraint

® The index set of active inequality constraints is A (w*) C {1,2,..., N}
® The index set A (w*) is denoted as the active set

® The cardinality of the active set, Ng = |A (w™) |
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Optimality conditions | Constrained problems (cont.)

Determine the active set for the
different feasible points w*
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Optimality conditions | Constrained problems (cont.)

The linearised feasible cone for equality and inequality constraints

The linearised feasible cone Fq(w*) at point w* € € is the set of all tangent directions
to Q) that are orthogonal to the equality constraints and the active inequality constraints

Fo(w*)={peR": Vgn, (w*)Tp =0 with ng =1,..., N,
Vha, (w*)Tp > 0 with ny, € A(w*)}

We require that tangent directions remain inside the feasible set, up to the first order
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Np,
np=1

Consider point w* € Q and the gradient vectors {V g, (W*)}Zle and {Vhg, (w*)

The gradient vectors are the rows of the Jacobians evaluated at point w*,

[V (w*) T [ [Bgl (w)/0wr  9g1 (w)/Owa -+ Ig1 (w)/@w]\;] T
_VgNg. (w*)] L[09n, (w)/Ow1  Ogn, (w)/éwg < 9gn, (w)/dwy] T
D
Vg(we)T
[Vhi(w*) ] [ [0k (w)/dwr  8hy (w)/dwz -~ Ohy (w)/Owy]”
_VhN;L. (w9l | [Bhy, (w) /w1 Bhy , (w) /5w2 - Bhy, (w)/owy] "

Vh(w*)T



P Optimality conditions | Constrained problems (cont.)
2022
At a feasible point w* € 2, we have

g(w)=0
h(w)>0

Moreover, at the active inequality constraints we have
Equality constraints

Constrained
problems

hngE.A (UJ*) =10

For points w* on the equality constraints and the active inequality constraint, we define

g1 (w*)

9N, kw*)

hngEA (w*)

(Ng+N4)x1
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Optimality conditions | Constrained problems (cont.)

We say that the linear independence constraint qualitification (LICQ) holds at point w*
is and only if vectors {Vgn, (w*)} and {h,,ca (w*)} are linearly independent

That is, when the rank condition on the Jacobian of function g holds

rank(ag(w)> =Ny + Ny
ow

Importantly, note that inactive inequality constraint do not affect the LICQ coinditions

For feasible points w* € €2, we have

Ta(w™) C Fa(w")
If LICQ holds at w*, we also have

Ta(w") = Fo(w")

Inactive constraints do not affect the tangent cone
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Optimality conditions | Constrained problems (cont.)

Determine the tangent cone for the
different feasible points w*
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Optimality conditions | Constrained problems (cont.)

First-order necessary optimality conditions (I)

min w
e f(w)
subject to g (w) =0

h(w) <0

Point w* is a local minimiser, if w* € Q, LICQ holds at w*, and for all p € Fq(w*)

~ Y (w) p>0
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i 1)

subject to g (w) =0
h(w) <0

Equality constraints

Constrained
problems

The LICQ condition leads to define the Karhush-Kuhn-Tucker (KKT) conditions

Let w* be a minimiser of objective function f, given constraint functions g and h
If LICQ holds at w*, then there exists vectors A € RYs and p € RV: such that
Vf(w*) = Vg (w*)X\* = Vh (w*)p* =0
g(w*)=0
h(w*)>0
>0
o by (W) =0, =1,..., Ny

First-order necessary optimality conditions (II)



CHEM-E7225
2022

Equality constraints

Constrained
problems

Optimality conditions | Constrained problems (cont.)

Vf(w*)=Vg(w*) X* —Vh(w*) p* =0
~~ ~~
Nx1 NxN, Ngx1 NxXN, Npx1
g(w") =0
—
Ngx1
h(w*) >0
——r
Npx1
pt >0

~—~
Npx1

,u,;‘lh hyy, (W*) =0, np=1,...
——

~~
1x1 1x1
We defined the following terms,
T
N of (w*
VF () = ( u )>
w
. dg (w*
Vo (') = ( L )>
w
T
Oh (w*
Vh(w*) = ( (w >>
ow

, Np,
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Optimality conditions | Constrained problems (cont.)

Vi (w*) = Vg (w )N = Vh(w*)p* =0
g(w™)=0
h(w*) >0
u* >0
By by (W) =0, mp =1,..., Ny,

The KKT conditions are first-order necessary optimality conditions for arbitrarily con-
strained problems, and thus correspond to Vf (w*) = 0 for unconstrained problems

® For convex problems, the KKT conditions are sufficient for globality

The last three KKT conditions are often denoted as complementarity conditions
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