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We overview fundamental concepts in linear algebra

e Matrix and vectors, definitions
e Main matrix operators

e Matrix determinant and rank
e Systems of linear equations

e Matrix inverse

e Eigenvalues and eigenvectors
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Matrices and vectors

A matrix

A matriz A of dimension (m X n) is a table of elements

e m rows and n columns

a1 a1,2 ay ai,n

a2,1  az2 ag,j az,n
A=

a1 G2ttt Gyttt Gy

am,1 Am,2 " A,y am,n

We use the notation A = {a; ;} to denote that matriz A has elements a; ;

e At the intersection of row i with column j
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Matrices and vectors (cont.)

We consider real matrices, in which element a; ; € R
To indicate a matrix, we use upper-case bold letters

A,B.C,...

A™X" indicates a matrix A of dimension (m X n)
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Matrices and vectors (cont.)

Consider the (2 x 3) matrix

a3 9

The elements of the matrix
~ a1 =1
~ a1,2 = 3.5
~ a1,3 =2
~ az1 =0
~ ag2 =1

~ a3 =3
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A scalar and a vector
A scalar is a matriz of dimension (1 x 1)

A wvector is a matriz in which one of the dimensions is one
~» Row-vector, a (m x 1) matriz (a column)

~» Column-vector, (1 X n) matriz (a row)

To indicate a vector, we use lower-case bold letters

X, ¥, 2, ...

x € R™ indicates a column-vector x of dimension (m x 1)
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Matrices and vectors (cont.)

Consider the 2 vectors

[y

x=10], y=[2 3 0 14]

V)

The type of vectors
~+ Vector x has dimension (3 x 1), a column-vector with 3 components

~ Vector y has dimension (1 x 4), a row-vector with 4 components
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Matrices and vectors (cont.)

A (m x n) matrix is understood as consisting of n (m x 1) column-vectors
wA:[a1|a2|-~~|an]

~~ a; is the i-th column

A (m x n) matrix is understood as consisting of m (1 X n) row-vectors

~ al is the i-th row
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Matrices and vectors (cont.)

Consider the (2 x 3) matrix
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Matrices and vectors (cont.)

A square matriz

A matriz A is said to be a square matriz if its dimension is (n X n)

o The number of rows equals the number of columns
The diagonal of a square matriz A of order n is the set of elements
{a1,1,a2,2,-  ,ann}

They have the same row- and column-number
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Matrices and vectors (cont.)

Consider the order 4 square matrix

1 35 2
A=1{0 4 3
3 2 6
The diagonal
{1,4,6}
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Square matrices
Diagonal

o All off-diagonal elements are zero

Block-diagonal

o All elements are zero except for some square blocks along the diagonal

Lower- (upper-) triangular

o All elements above (below) the diagonal are zero

Lower- (upper-) block-triangular

o All elements above (below) the diagonal are zero except for some
square blocks along the diagonal

Identity matrix

o A diagonal matriz whose diagonal elements are equal to one, I or I,
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Consider the order 4 square matrices

4 0 0 4 0 0
A=10 3 0o/, B=|2 3 ofl, Cc=
0 0 4 6 0 4
1 0 0
I=/0 1 0
0 0 1

~ Matrix A is diagonal
~ Matrix B is lower-triangular

~ Matrix C is upper-triangular

~ Matrix I is an identity of order 3

O O >

S W N
-~ oo
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Matrix A is block-diagonal

A SO AS I EO a
A=10 A 01 =15 5 5 ¢
0 0 Asl o o 0 4

Three blocks, A, By and Bz, one of order 2 and 2 of order 1
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Matrix A is upper-block-triangular

o 1 2 1

s _[B1 Bs]_|o 3 o0
A‘[o BJ_ 0 0 2
0 0 3

Two diagonal blocks, ]31 and Bg, both of order 2

= O
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Matrix transposition

Consider a matriz A = {a; ;} of dimension (m x n)

ai,1 ai,2 al,n

a2,1 a2 - a2n
A =

am,1 am,2 co am,n

The transpose of A is the matriz AT = {a{li = a;,; } of dimension (n x m)

a1 a1 am,1
ai 2 az,2 co am,2

AT =
al,n  A2n am,n

e On the j-th row of AT, the elements of the j-th column of A
o On the i-th column of AT, the elements of the j-th row of A
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Transposition (cont.)

Consider the (2 x 3) matrix

1 35 2
A= [O 1 3}
Its transpose
1 0
AT =135 1
2 3
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The following properties hold

e If D is a diagonal matrix, we have D = D7

e If A is lower-triangular, then A7 is upper-triangular
e If A is upper-triangular, then A7 is lower-triangular
e If A is a row-vector, AT is a column-vector

e If A is a column-vector, AT is a row-vector

e If B=AT, we have BT = (AT)T
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Sum and difference
Matrixz sum and difference
Consider two matrices A = {a; ;} and B = {b; ;} both of dimension (m x n)

Define the sum of A and B as the (m x n) matriz C = {c; ; = a;j + b;; }

a1l + b11 a12 + b1 2 ar; + b1 a1,n + bi,n
ag,1 + b21 a2 + b2 2 ag,j + ba; az,n + b2n
o a1 als bi,l ;.2 i bi,2 c al,_]+bl._] Q5. ain bi,n
Um,1 + bm,1 Gm,2 + b2 Qm,j + bm,j m,n + bm,n

e Element c;; is equal to the sum of elements a;; and b;

Define the difference of A and B as the (m X n) matriz

D=A-B={d;=a;; — b}
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Sum and difference (cont.)

Consider the two (2 x 3) matrices

Their sum -
C=A+B-= { 1% g}
Their difference L .
D:A—B:[gl - :3]
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Matrixz-scalar product
Consider a number s € R and a (m x n) matric A = {a; ;}

Define matriz-scalar product of A and s as the (m X n) matriz B = sA
s-ai1 - S-arj - §-0G1n
B=sA=|s-a1 - s-a;j 5 an

S Qm,1 S Qm,j S Qm,n

o Element b; ; is equal to the product of s and element a; ;

Linear algebra

UFC/DC
SA (CK0191)
2018.1

Transposition
Sum and difference

Matrix-scalar

product
Matrix-matrix
product

Matrix powers
Matrix exponential

Matrix-scalar product (cont.)

1 35 2
Let s =4 and let A = |:O 1 3j|
We have,
1 35 2 4 14 8
SA*A‘[O 1 3}*{0 4 12}
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Matrix-matrix product (cont.)

SA (CK0191) SA (CK0191)
2018.1 Hi A - 5 2018.1
Matriz-matriz product c11 1,2 A c1,j -C. c1,p-1 c1p
. . 2,1 2,2 2,5 €2,p—1 c2,p
Let A = {a; ;} be a (m x n) matriz and let B = {b; ;} be a (n x p) matriz
[a 500 a 500 a :
Transposition Ml 1,k i@ Transposition C = Ci,1 Ci,2 e Ci,j e Cz‘,p—l Ci,p
ur diff
Ma x-scalar
Matmatrin A= a1 0 4k Gin eyt Cm—-1,1 Cm—1,2 “** Cm—1, Cm—1,p—1 Cm—1
product product m=L m=L m=5 m—LP— m—LP
Matrix p Matrix po L Cm,1 Cm,2 BN Cm,j e Cm,p—1 Cm,p |
Matrix e: ntial _amyl . am’k . a1’L7n Mae al
[b11 -+ b1y -+ bip Element ¢; ; of matrix C is given by the scalar product between a/ and b;
: . : . : b1,
B = bk,l bk._] bkyp 62,7
: : ’ .
Cij = aLb_] = [az,l a2 v gk az,n} be
_bn,l e bnu,j e bn,p k,j
The product between A and B is defined as a (m x p) matriz C = {¢; ; }
bn,j
n n
C =@ = a; 1 bk -
{eis Az;l LY =a;1b15 + a;jobo + -+ aj by = E a; 1 by, j
= k=1
]
Afterr D Matrix-matrix product (cont.) . Matrix-matrix product (cont.)
UFC/DC UFC/DC
SA (CKO0191) SA (CK0191)
2018.1 2018.1
Transpc
o 1 35 2 1 2
ey LEiahs |0 1 8 erelleh i8S |8« For every (m X n) matrix A, we have
Matrix-matrix O 0 1 5 6 Matrix-matrix
l?:‘o{duct l\)‘rcvduct I,’” A = A I” — A
S S L , =\ , N ,
Matrix e ntial We have, Me al (mxm) (mxn) (mxn) (nxn) (mxmn)

1-1+35-34+2-5 1-2435-442-6
C=AB=|0-14+1-343-5 0-2+1-4+4+3-6
0-1+0-3+1-5 0-2+0-441-6

215 28
= |18 22
5 6

Right- and left-multiplication of matrix A by an identity matrix
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Matrix product is not necessarily commutative, AB # BA

A B =
~ ~~
(mxn) (nxp)  (mxp)
a1 ag ot Gln bia o b1y e bip
=la o an o an | |bka e by o by
Am,, 1 . * Qm,, k ° 7 q am,n bn,l te b71,7_7 te bn,p

The product BA is not defined

A and B must be both square and of the same order

e (necessary condition)
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Matrix-matrix product (cont.)

A (n x n) diagonal matrix D commutes with any (n X n) matrix A

DA = AD

D A = C
(nxn) (nxn) (nxn)

dig o dig 0 dig]| [an o0 a0 alm
= dz‘l * 'y di. 1 ") d7,n ag. 1 e a4 to af. n

dn,l dn i dn,n an,1 A, 5 an,n

)

~wocy = defary + o+ digary + oo+ deman = digar
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Matrix-matrix product (cont.)

A D = C
~— ~—~
(nxn) (nxn) (nxmn)

aa a1y o am]| [ o0 diy e din
=\|ap1 - apy; o apa| |di - dig o0 din
Qn, 1 Qn,j an,n dn,l d'n,.k, dn,n

~ ey o= apadek d o akgdig oo+ apndek = arjdik
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Matrix-matrix product (cont.)

1 2 2 0
LetAf[o 2:| andletB7|:2 3}

‘We have,
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Matrix-matrix product (cont.)

Let A be a (m x n) matriz

Let B be a (n X p) matriz
B = [bi|ba|- - |by]

Let S and Z be order m and order p diagonal matrices

s1 O 0 21 0 0
0 so 0 0 2z 0
S = , Z=].
0 . 0
0o 0 0 Sm 0o 0 0 2p

We can state a number of identities
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Matrix-matrix product (cont.)

a) a}B
al aB
AB = B=
al, a/ B
= A[bi[bs| - |by] = [Abi|Aby|---|Ab,]
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st 0 .- 0 a) sia)
0 s - 0 al spal,
SA=|. . L=
. . ! 0 : :
0 0 0 sml la), smal,
21 0 0
2 0

= [z1b1|zzb2| e |zpbp]
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Matrix powers

Powers of a matrix
Let A be a square matriz of order n

a1 s a1yt Gln
A=|ay1 - aj - Gn

an,1 - an,j an,n

The k-th power of matriz A is defined as matriz AF of order n

AF=AA.. A
N—_———

k times
Special cases,

~ AF=0 =T
~ AFEL = A
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Matrix powers (cont.)

Consider the matrix A = |:1 2:|

0 1
We have,
A=l
wefy b
el
ool
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Matrix exponential

The matrix exponential

The matrix exponential

Let z be some scalar, by definition its exponential is a scalar

22 .3 o Lk
st € :1+Z+E+E+“':} g
k=0

The series always converges
Let A be a (n x n) matriz, by definition its exponential is a (n X n) matriz
A2 A3 > Ak
)A — —_ _ B —_—
w A =TrA+ ot =0

The series always converges
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The matrixz exponential of block-diagonal matrices

Consider a block-diagonal matriz A

Aq 0 0
0 Ao 0
A = .
0 o A,
We have,
ef1 0 0
0 A2 0
~ eA = .
0 0 eAq
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The matrix exponential (cont.)

Proof

For all k € N, we have

AF 0 0
. 0 A} 0
AF = L .
0 o Ab
Thus,
i
oo
ZkZOF 0
Af
o< Ak 0 o — 0
EA:ZA_: > izo X
k!
k=0
Ag
oo
0 0 Zk’:OF
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The matrixz exponential of diagonal matrizes

Consider a diagonal (n X n) matric A

A1 0 0
0 Ao . 0
A= )
: 0
0 0 An
We have,
e 0 0
R 0 e* 0
~ e — .

: 0
0 0 ern

The result is a special case of the previous proposition
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Consider the (3 x 3) matrix A

-2 0 O
A=]|0 0 0
0 0 05

We are interested in its matrix exponential

‘We have,
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Determinant (cont.)

Matrix minors
Consider a square matriz A of order n > 2
The minor (i,7) of matrix A is a square matriz A; ; of order (n — 1)

~ From A by deleting the i-th row and the j-th column

ai,1 a2 o Gyy e Glp
az,1 a2 - doF oo a2p
J

Gt s A

97// Asp

am,1 am,2 o Oy am,p
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Determinant (cont.)

Consider the (3 x 3) matrix A

A=

~N &~
o Ut N
o O W

The minors of order 2

5 6 4 6
A= {8 9}7 Ap = {7 9]

2 3 1 3
Ar = {8 9} , Agao = {7 9]
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Determinant (cont.)

Matrix determinant
Consider a square matriz A of order n
The determinant of A is a real number

~  det (A) = |A]

e Forn =1, let A =[a1,1], we have
~ det(A)=a1,1

e For n > 2, we have

n
~ det(A) =ar,1a1,1 +a2,182,1 + -+ an,1dn,1 = E a;,1 04,1
i=1
a;;, the cofactor of element (i,7), is a scalar

e It is the determinant of minor A, ;, multiplied by (—1)+d
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Determinant (cont.)

If det (A) = 0, then matrix A is said to be singular

e It is otherwise said to be non-singular

This definition of determinant allows for a recursive computation
e The determinant of a matrix of order n is a function
e The determinants of matrices of order (n — 1)
e The determinants of matrices of order (n — 2)

o . n=1
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Determinant (cont.)

Consider a matrix A of order n = 2
A— |1 a2
a21  a2,2
We are interested in computing its determinant
‘We have,

A1 =[az2], ~ ai,1=a22

Aoy =[ar2], ~ a21=-ap2
The determinant
a1,1 41,2
det (A) = ’ “l=aj1a22 — a2 1a
(A) a1 aze 1,102,2 2,101,2

For A = [(25 ﬂ,Weobtaindet(A):2-4f6~1:2
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Determinant (cont.)

Consider a matrix A of order n = 3

a1 a2 01,3
A= |a21 a2 a23
a3l 632 433

We are interested in computing its determinant

The cofactors of the elements along the first column

N a2 a2
a1 = ’ B3l = a2,203,3 — (2,303,2
az,2 43,3
N a2 01,3
a =(—1 ’ = —(a1.2a — a1,3Q
2,1 = (—1) ase azs (a1,2a3,3 — a1,3a3,2)
N a a
az,1 = 1.2 L3 = a1,202,3 — 01,302,2
, apo a2 ,202, ,302,
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Determinant (cont.)

Sum the product of each element a; ;1 along the first column by cofactor a;,1

~  det (A) = a1,1(a2,20a3,3 — az,3a3,2)
—az,1(0a1,203,3 — a1,303,2)

+ a3,1(a1,202,3 — a1,3a22)
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Determinant (cont.)

ai, 1 a2 ai,j ai,n
a1 G232 -t Q25 ot G2p

a1 G2t Qi ot Gip
n1  Gn2 0 Gyt Gnon

Computation of det (A) develops along the elements of A’s first column

n
det (A) = a1,101,1 + a2,182,1 + -+ an,18n,1 = E a1 81

i=1
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Determinant (cont.)

Analogous formulas develop along the elements of any column
For column j, we have
n
det (A) = a1 01,5 +ag o+ -+ apjbn; = Z a; ja;,;
i=1
Similarly, formulas develop along the elements of any row
For row i, we have

n
det (A) = a;1 80,1 + Q12802+ + Ginlin = D a1
i=1
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Some relationships

The determinant of a diagonal or triangular matrix A is equal to the product
of the elements along the diagonal

~ det (A) =ai,1a2,2 - an,n

The determinant of a block-diagonal or block-triangular matrix A is equal
to the product of the determinants of the blocks along the diagonal

~ det (A) = li[ det (A7)
1=1

The determinant of the product of square matrices C = AB is equal to the
product of the determinants

~ det (C) = det (A) det (B)
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Rank and kernel

Matrix rank

The rank of a (m x n) matriz A is equal to the number of columns (or
rows, equivalently) of the matriz that are linearly independent

~  rank(A)
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Rank and kernel

Rank and kernel (cont.)

Define the minors of matriz A any matriz obtained from A by deleting an
arbitrary number of rows and columns

~ rank(A) equals the order of the largest non-singular square minor
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Rank and kernel

Rank and kernel (cont.)

Matrix kernel or null space
Consider a (m x n) matriz A
We define the null space or kernel

~  ker(A) = {x € R"|Ax =0}
It is all vectors x € R™ that left-multiplied by A produce the null vector

The set is a vector space, its dimension is called the nullity of matriz A

~  null(A)
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Rank and kernel

Rank and kernel (cont.)

The null vector always belong to ker(A)

If the null vector is also the only element of ker(A), then null(A) =0

For a matrix A with n columns we have

~» rank(A) + null(A)
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Systems of equations

Consider a system of n linear equations in n unknowns
Ax=Db
~ A is a (n X n) matriz of coefficients
~ b is a (n x 1) vector of known terms

~ x is a (n X 1) vector of unknowns

If matriz A is non-singular, the system admits one and only one solution

If A is singular, let M = [A|b] be a [n X (n + 1)] matriz
o If rank(A) = rank(M), system has infinite solutions
o If rank(A) < rank(M), system has no solutions

|
Afterr D Systems of equations (cont.) . Systems of equations (cont.)
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Consider a system of two equations and two unknowns
Transposition _ Transposition
Sum and difference 4 =2mto Sum and difference The system can be solved by substitution
\r,\<;‘\,~(,,\\v 14 =6z + 4xs \r,,rlu\,~(,u,y»
o ———
Matrix-matrix Matrix-matrix T =2 — ]_/2([2 T =2 — ]_/212 T =
product q = product ~ ~
e Ui T P D Yioii: poTes: {61:1 + 410 =14 T2 =2 T2 =2
Matrix exponential A 2 1 Matrix exponential
|6 4 1
4 The solution in matrix form, x = |:2}
Systems of b= { } Systems of
equations 14 equations
|
H
X =
x2

The determinant of matrix A, det (A) =2

~» One and only one solution
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Systems of equations (cont.)

Consider a system of two equations and two unknowns

mt2m=1 [1 2] {xl} _ H
2r) + 420 =3 2 4 |z=2] (3
N—_—— "~~~ ~—~

A x b

This system of equations has not got any solution, as rank([A|b]) > rank(A)

~» Matrix A is singular and rank 1
~» Matrix [A|b] is rank 2
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Systems of equations (cont.)

Consider the linear system of two equation and two unknowns

1=ux + 212 - 1] _[1 2] [=
2 =2z +4xm 2 7|2 4] |m
b A x
This system of equations has infinite solutions, as rank([A|b]) = rank(A)

~ Matrix A is singular and rank 1

~» Matrix [A|b] is rank 1
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Inverse

Matrix inverse
Consider a square matriz A of order n
Define inverse of A as the square matrix A~ of order n

~ ATTA=AA'=1I

The inverse of A exists if and only if A is non-singular
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Inverse (cont.)

Cofactor and adjunct matrix
Consider a square matriz A of order n > 2

The cofactor matriz of A is a square matrix of order n whose element
(i,7) is the cofactor a; ; of A

- A= {ais}

The adjunct matriz of A is a a square matriz of order n obtained by
transposition of the cofactors

~ adj(A) = {a,,] = &],,,}
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Inverse (cont.)

Consider a non-singular square matriz A of order n

e Ifn=1, let A=lai,], we have
A = o]
e Ifn > 2, we have

_ ! ,
ATt = m’ld](A>
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Inverse

Systems of equations (cont.)

Consider a system of n linear equations in n unknowns Ax = b
Suppose that matriz A is non-singular
We have,
~ x=A"lb
Proof
Left-multiply both sides of b = Ax by A~1!

b=Ax ~A'b=A"'Ax ~Ix=A"'b ~x=A"'b
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Inverse

Systems of equations (cont.)

Consider a non-singular diagonal matrix A

A0 0 ATL0 0
0 A2 0 0 A¢ 0
A= - AT =
0 : 0
0 0 An 0 0 At

Its inverse A~1! is obtained by inverting the diagonal elements




Linear algebra

UFC/DC
SA (CK0191)
2018.1

Transposition

Sum and difference
Matrix-scalar
product
Matrix-matrix
product

Matrix powers
Matrix exponential
Inverse

Systems of equations (cont.)

Consider a non-singular blockdiagonal matrix A

Ay 0 - 0 AT 0 -0

0 Ay -~ 0 o Ayt o o0
A=|. ~ o AT = .

; c 0 : 0

0 o0 A, 0 0 Al

Its inverse A~ is obtained by inverting the diagonal blocks
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Systems of equations (cont.)

Consider two non-singular matrices A and B of order n

‘We have,
(AB)"!=B71A"!

Consider a non-singular matrix A of order n

‘We have,
1

det (A1) = m
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Eigenvalues and eigenvectors
Let A € R be some scalar and let v # 0 be a (n X 1) column vector
Consider a square matriz A of order n

We have,
~ Av = )Av

e The scalar \ is called an eigenvalue of A

e The vector v is the associated eigenvector
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Consider the matrices

dif 1 0 0 1 1 2 1 0 O
FEigenvalues/eigenvectors of triangular/diagonal matrices v 2 v O 0 =&
exponential Let A = {a; ;} be a triangular or a diagonal matriz We are interested in their eigenvalues
The eigenvalues of A are the n diagonal elements {a; ;}, i =1,...,n
The three matrices are triangular or diagonal
= We have,
Eigenvalues and Eigenvalues and ~ Matrix A; has eigenvalues A\1 = A2 =1 and A3 =3
SRR SIS ~+ Matrix Ag has eigenvalues A\ = 1, Ao =2 and A3 = 3
~~ Matrix A3 has eigenvalues \; = Ao =3 and \3 = —2
|
Afterr D Eigenvalues and eigenvectors (cont.) . Eigenvalues and eigenvectors (cont.)
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Consider the matrix

2 1
1 Definition .| . [3 4]
anet Characteristic polynomial We are interested in its characteristic polynomial
— ‘ The characteristic polynomial of a square matrix A of order n et o
Yiesinis Grpement T — We first calculate the matrix (sI — A)

The n-order polynomial in the variable s
GI_Ay—s[t O 2 _fs O] _[2 1)_[s-2 -
~  P(s) =det (sI— A) s %o 173 4 7|0 s] T [3 47| -3 s—4

~» The elements are function of s

Eigenvalues and Eleoryslacient The determinant of the matrix

eigenvectors eigenvectors

v det(sST—A)=(s—2)(s—4)—3=52—6s+5

This is also the characteristic polynomial P(s)
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Eigenvalues and eigenvectors (cont.)

FEigenvalues as roots of the characteristic polynomial

The eigenvalues of a matriz A of order n are the roots of its characteristic

polynomial, that is the solutions to the equation P(s) = det (sI — A) =0

Let X\ be an eigenvalue of matriz A

Each eigenvector v associated to it is a non-trivial solution to the system
(AMI—A)v=0

0 is a (n x 1) column-vector whose elements are all zero
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Eigenvalues and eigenvectors (cont.)

Proof

An eigenvalue A and an eigenvector v must satisfy
Av = Av

(AI — A)v = 0 follows from this

The non-trivial solution v # 0 is admissible iff matrix (AI — A) is singular

v det(AI—A) =0

Thus, A is root to the characteristic polynomial of matrix A
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Eigenvalues and eigenvectors (cont.)

Consider the matrix

Its eigenvalues

N 6++36—-20 6+4 {,\1_
12 = = = -

2 2

‘We are interested in its eigenvectors
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Eigenvalues and eigenvectors (cont.)

Consider the eigenvector
vi—|®
= 1s

Eigenvector vi corresponds to eigenvalue A1 = 1

e It must satisfy (M I— A)vy; =0

-1 —1] |a 0
oa=w =5 S| [i) - [
0=—-a—0>
~
0= —-3a—3b
If the first equation is satisfied then also the second one will be

~ The two equations are linearly dependent
o Always with (AI— A)v =0
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Eigenvalues and eigenvectors (cont.)

We limit ourselves and consider only one equation

e Say, b= —a
The choice of the first component is arbitrary, then b = —a

Let a = 1, then we have
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Eigenvalues and eigenvectors (cont.)

Consider the eigenvector
v — | €
27 |d

Eigenvector va corresponds to eigenvalue Ao = 5

o It must satisfy (A2I — A)vy =0

(AL — A)vs = [_33 ::ﬂ Lcl] N {8]
" {O:SC— d
0=-3c+d

If the first equation is satisfied then also the second one will be

e Again, the two equations are linearly dependent
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Eigenvalues and eigenvectors (cont.)

By considering only the first equation, we have d = 3¢

As the choice of the first component is arbitrary, we set ¢ = 1

<l
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Eigenvalues and eigenvectors (cont.)

We have shown that the system (AI—A)v has an infinite number of solutions

e Eigenvectors are determined up to a multiplicative constant

~» We always select the non-trivial (non-null) solution

Let v be the eigenvector associated to eigenvalue A

~» Then, also y = rv is eigenvector for A (r # 0)

Ay = A(rv) = r(Av) = r(Av) = X(rv) = Ay
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Eigenvalues and eigenvectors (cont.)

Let vi,va,..., vy be the eigenvectors of matriz A
Suppose that the corresponding eigenvalues A1, A2, ..., \, are distinct
It can be shown that vi,va,..., v are linearly independent
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Eigenvalues and eigenvectors (cont.)

Let A be a matrixz of order n with n distinct eigenvalues
It can be shown that there exists a set of n linearly independent eigenvectors

The eigenvectors are a base for R™
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Eigenvalues and eigenvectors (cont.)

Multiplicity
Consider a square matriz A or order n

Suppose that A has r < n distinct eigenvalues

N # N, for i # ]

The characteristic polynomial can be written in the form

P(s) = (s = M) (s = 22)"2 (s = M), S wi=n
i=1
~ v; € NT (algebraic multiplicity)

Define the geometric multiplicity of the eigenvalue \;

o Number v; of linearly independent eigenvectors associated to it
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Eigenvalues and eigenvectors (cont.)

Consider a square matriz A
Let \ be an eigenvalue with algebraic multiplicity v
The geometric multiplicity . of the eigenvalue

~  p=nullAXI-A)<v

Proof

For each eigenvector v associated to A, we have that (\I — A)v =0
~» v belongs to the null space of (A\I — A)
~» Dimension of (AI — A) is null(AI — A)
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Eigenvalues and eigenvectors (cont.)

Consider the matrix of order n = 4

OO oW
OO N
oS w oo
w o oo

The characteristic polynomial

P(s) = (s —2)*(s - 3)°

The roots
~ A1 = 2, algebraic multiplicity v1 = 2

~ A2 = 3, algebraic multiplicity vo = 2

We are interested in the geometric multiplicities
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The geometric multiplicity of the first eigenvalue

Eigenvalues and eigenvectors (cont.)

p1 =null(MI— A) =n—rank(MI— A)

=4 — rank

0

-1 0 0
0 0 0
0 -1 0
0 0 -1

1 oo o

=4-3=1<u

Each eigenvector associated to A1 is a linear combination of a single vector
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Eigenvalues and eigenvectors (cont.)

The geometric multiplicity of the second eigenvalue

p2 = null(A2l — A) = n —rank(A2l — A)

0 -1 0 0
0 1 0 0
0o o0 -1 o0
0 0

=4 — rank

Each eigenvector associated to A2 is a linear combination of two vectors

vi=[0 0 1 0
vo=[0 0 o 17

]T




